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Executive Summary 

This report is an official deliverable of H2020-GA-863876 FLEXGRID project dealing with 
the detailed architecture design of all WP3 subsystems and their interactions as well as the 
respective technical specifications emphasizing on the detailed description of WP3 research 
problems. The focus of this document is FLEXGRID High Level Use Case #4 (HLUC_04), which 
deals with the operation of automated flexibility aggregation as a service to independent 
aggregators. Three Use Case Scenarios (UCSs) are presented for the optimization of the 
business portfolio of the aggregator, which consists of end energy users/prosumers and their 
flexibility assets. The respective algorithms will be integrated in a S/W toolkit called 
Automated Flexibility Aggregation Toolkit (AFAT), which will dynamically interact with the 
core FLEXGRID Automated Trading Platform (ATP) in the context of WP6. 
 

Chapter 1 is an introduction to this report and summarizes the scope and purpose of this 
document. In detail, it provides a description of High-Level Use Case #4 and the interaction 
with the FLEXGRID system, summarizes the research innovations, the research impact on 
current and future aggregator’s business models as well as policy recommendations and 
lessons learnt. 
 

Chapters 2-4 are organized in a similar structure and present the WP3 research results 
that were not concluded in D3.1 and D3.2 in a coherent manner. Specifically, each chapter 
presents: 
 

• A summary of FLEXGRID WP3 research results so far (from previous D3.1 and 
D3.2) 

• System model 
• Problem formulation 
• Algorithmic solution 
• Simulation setup and performance evaluation results 
• Concluding remarks and lessons learned 

 
Chapter 2 focuses on the research problem of the FLEXGRID UCS 4.1 and more specifically 

on the aggregator’s optimization tool regarding the management of a FlexRequest. The 
aggregator’s objective is to maximize its profits from participation in the flexibility market. 
This translates to maximization of its revenues and minimization of associated costs. The 
revenues of the aggregator stem from positive responses to FlexRequests. Costs are 
associated with end-user compensations for provision of flexibility, defined in FlexContracts 
and potential imbalance costs, meaning the costs of any imbalance/unwanted deviation from 
the scheduled operating pattern and requested flexibility activation. 
 
Chapter 3 introduces a variation of UCS 4.1, where the aggregator needs to manage the 
flexibility of its portfolio when many sources of uncertainty are present. In order to deal with 
stochasticity, advanced scheduling techniques are proposed, which combine deep learning 
theory with duality theory. In this work, we assume a slightly different system model 
compared to chapter 2, in which the aggregator is responsible for her own imbalances and 
thus a scheduled operating pattern of flexibility assets is not known beforehand. In other 
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words, in chapter 2, the aggregator represents only the flexibility of the assets of the portfolio 
(participation only in flexibility markets - DLFM) and a supplier is responsible for the energy 
of the day-ahead scheduled operating pattern. On the other hand, in chapter 3, the 
aggregator is responsible for trading both energy and flexibility in existing TN-level markets 
as well as in the proposed DLFM including thus market-related stochasticity in the 
mathematical model. 
 

Chapter 4 presents the research problem of the FLEXGRID UCS 4.2 entitled “Aggregator 
operates an ad-hoc B2C flexibility market with its end energy prosumers”. In this novel B2C 
flexibility market, we assume that the end users compete with each other to provide 
flexibility services to the aggregator. The details of each end user’s utility function are stated 
via the FlexContract that is agreed with the aggregator. In particular, we draw on concepts of 
mechanism design theory in order to define an iterative, auction-based mechanism, 
consisting of an allocation rule and a payment rule. Through the auction procedure, the 
aggregator exchanges messages with the end users in the form of queries. A query in our 
case is a price signal communicated from the aggregator to the end user, to which the end 
user responds with his/her preferred action (e.g. consumption reduction) according to this 
signal. This problem becomes very difficult to solve when we consider a large number of 
FlexRequests published by the FLEXGRID ATP, a large portfolio of end users (i.e. at a scale of 
several hundreds of thousands of end users or even millions), more complex (and thus more 
realistic) FlexAsset models and more stringent real-time constraints imposed by the emerging 
B2C/B2B flexibility markets. As a result, we propose an optimal cloud resource allocation 
algorithm, which is able to service multiple FlexRequests (e.g. in multiple distribution 
networks), and minimize the cost of computational resources, while respecting the execution 
time constraints of each FlexRequest. This will help towards a cost-efficient and competitive 
B2C flexibility market as a service offering by the aggregator. 
 

Conclusively, in Chapter 5, we describe the integration of the research work of WP3 
within the AFAT and FLEXGRID ATP (WP6), the validation and implementation in pilot sites 
(WP7) and the relation/interaction of the aggregator within the WP8 business models, values 
propositions, and the exploitation plan.  
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1  Introduction  

 
High Level Use Case (HLUC) #4 of FLEXGRID revolves around the role of the aggregator 

and especially on the role of the flexibility aggregator. Flexibility aggregators are considered 
as market actors, which aggregate flexibility/demand from energy prosumers and/or 
consumers and represent the aggregated portfolio in markets as flexibility providers. The 
demand side of the flexibility market, flexibility buyers, are different stakeholders such as 
TSOs, DSOs and BRPs, which opt to purchase flexibility from different market mechanisms.  
 

The flexibility aggregator market actor can participate in various electricity markets and 
interacts with both market participants and end energy prosumers. The focus of HLUC #4 
focuses on variations of the aggregator’s business model under different market designs, the 
interaction with end-user for the construction of the portfolio and the representation and 
orchestration of the aggregated flexibility portfolio in several markets (both existing TN-level 
ones and the DLFM proposed by FLEXGRID). The main purpose of this HLUC is the operation 
of automated flexibility aggregation for optimal use of available flexibility in the distribution 
level and the development of sustainable and profitable business models for the aggregator 
entity itself and participants of the portfolio. Within this HLUC, different approaches were 
examined, which have led to the development of different mathematical models and 
algorithms to be applied for the optimal use of distributed flexibility assets (DFAs). These Use 
Case Scenarios (UCSs) are documented and described in detail in previous deliverables, D2.1 
and D2.2 (in Month 4 and 6 respectively) and elaborated work was done within WP3 of 
FLEXGRID. 
 

In the previous WP3 deliverables (D3.1 and D3.2), three research problems (one per UCS 
of HLUC #4) have been clearly defined. In D3.1, a high-level description of the three use-
cases/problems has been performed with related works from international literature. 
FLEXGRID’s research contributions have been clearly defined and hints about the problem 
formulation, algorithmic solution, datasets to be used for the system-level simulations and 
most important key performance indicators (KPIs) have been presented. The work of D3.2 
elaborates on the work of D3.1 by presenting close to final versions of mathematical 
modeling and proposed algorithms for all three of the research problems (final version of 
UCS4.3), along with available initial performance evaluation results. 
 

This deliverable extends the work of the previous deliverables (D3.1 and D3.2) with the 
final version mathematical modeling of two of the research problems (UCS 4.1 and UCS 4.2) 
and the presentation of performance evaluation results considering realistic case-studies and 
the use of realistic datasets following the FLEXGRID data management plan (DMP). 
 
 
 
 



12 
 

 
Following the survey work in the previous deliverables, three research problems 

involving the role of the flexibility aggregator were identified. For each of these research 
problems, mathematical models were formulated, and appropriate tools were developed to 
address the aggregator’s needs and coordinate the required actions within the portfolio. The 
three research problems are the following: 

 
1) The aggregator efficiently responds to FlexRequests made by TSO/DSO/BRPs 
by optimally orchestrating its aggregated flexibility portfolio of end energy prosumers 
(cf. UCS 4.1) 
2) The aggregator operates an ad-hoc B2C flexibility market with its end energy 
prosumers by employing advanced pricing models and auction-based mechanisms (cf. 
UCS 4.2)  
3) The aggregator wants to maximize its revenues by dynamically orchestrating its 
distributed FlexAssets from its end users to optimally participate in near-real-time 
energy/flexibility markets (cf. UCS 4.3) 

 
Two variations of the first research problem are described in detail in chapters 2 and 3 

respectively. The first variation presented in chapter 2 focuses on the orchestration of the 
aggregator’s portfolio when the scheduled operating pattern of the distributed flexibility 
assets is known (i.e. deterministic approach), while the one presented in chapter 3 introduces 
sources of uncertainty regarding the operation of assets of the portfolio (i.e. stochastic 
approach). The second research problem described in chapter 4 focuses on the development 
of a novel B2C flexibility market architecture. In this B2C flexibility market, which is operated 
by an aggregator company, various types of small-scale distributed Flexibility Assets (DFAs) 
compete for the required aggregated flexibility to be gathered by the aggregator (i.e., 
FlexSupplier) at the least possible cost. The final mathematical model version and results of 
the third research problem, related to the dynamic orchestration of FlexAssets to participate 
in near-real-time energy/flexibility markets was described in detail in D3.2. For the remaining 
research problems, each chapter presents: 

 

 A summary of FLEXGRID research results so far 

 System model 

 Problem formulation 

 Simulation setup and performance evaluation results 

 Concluding remarks and lessons learned 
 

 
The work of WP3 focuses on the scientific excellence of the proposed FLEXGRID services 

(identified open research items) at TRL 3. The most important WP3 scientific results are 
adapted in order be able to serve the business needs of an aggregator. Thus, in WP6, our 
focus is on FLEXGRID’s research impact on today and future aggregator’s business by 
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demonstrating WP3 intelligence in the FLEXGRID ATP (i.e. TRL 5), which will be demonstrated 
and validated in WP7. 
 

More specifically, AFAT’s frontend (GUI)1 will be comprised of three basic tabs, namely: 
 

 Manage a FlexRequest (UCS 4.1) 

 Create a FlexOffer (UCS 4.3) 

 Manage a B2C flexibility market (UCS 4.2) 

 

 

 

 
Table 2 below summarizes how the WP3 research results (TRL 3) will be further exploited in 
WPs 6 and 8.  
 

Table 2: Summary of interactions between WP3 research work (scientific excellence at 
TRL 3) and WP6/WP8 work about potential business impact 

 

AFAT GUI (WP6) Mode of 
operation 

Business goal (WP8) 

Manage a 
FlexRequest 

Online A new FlexRequest is published in real-time by a FlexBuyer 
in the ATP. The aggregator is instantly informed and then 
runs the UCS 4.1 algorithm to decide the updated dispatch 
per FlexAsset/end user that belongs to its portfolio. 

Offline The aggregator performs “what-if” simulation scenarios 
(i.e. different configurations of FlexContracts, 
expansion/modification of portfolio, different sequence of 
FlexRequests, etc.) to determine strategies for optimal 
response to future FlexRequests.  For a sequence of 
multiple FlexRequests assumed in a given “what-if” 
simulation scenario configured by the aggregator user, the 
UCS 4.1 algorithm will run iteratively. 

                                                        
1 AFAT’s frontend services (GUI) are being developed by ETRA within WP6 context. 
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Create a 
FlexOffer 

Online  The aggregator creates a FlexOffer in real-time (in order to 
submit it in the ATP) based on the current availability of 
FlexAssets (cf. FlexContract per FlexAsset that denotes the 
available reserve capacity). 

Offline The aggregator runs “what-if” scenarios to see whether it 
is more beneficial to participate in the existing TN-level 
balancing market or DN-level flexibility market (i.e. DLFM). 

Manage a B2C 
flexibility 
market 

Offline The aggregator runs various “what-if” simulation 
scenarios via running an advanced retail pricing algorithm 
(Behavioral Real Time Pricing – B-RTP) to identify how it 
can recommend a new (more beneficial) FlexContract to a 
set of end energy prosumers. 

 
The NODES market paradigm and platform setup are followed for the integration of WP3 

research results. Technical and software development issues are supported by NODES real-
life business experience, while NPC supports with its consultancy services regarding the 
integration of the proposed flexibility marketplace in the existing EU markets and regulations. 
 

 
The research work of WP3 proposes novel mechanisms and optimization tools to 

facilitate the participation of the flexibility aggregator in current and future electricity market 
designs. An online flexibility marketplace (i.e. FLEXGRID ATP) is assumed, in which the 
aggregator acts as a flexibility provider (i.e. from FlexSupply side of the proposed DLFM). The 
aggregator can use the proposed set of intelligent mathematical models and algorithms to 
automate and dynamically adapt the flexibility aggregation process and qualify for market 
participation with its aggregated flexibility portfolio. The appropriate construction of 
FlexContracts with end-users and the proposed interactions with market participants can 
effectively lead to an active involvement of distributed flexibility assets in the market and 
facilitate the use of otherwise unexploited sources of flexibility to alleviate the flexibility-
related problems in the current market designs. Based on the results and the multiple 
extensions of the research in WP3, policy and regulation makers can extend and formulate 
new options and market rules to enable the integration of the emerging market actor, the 
flexibility aggregator. 
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2  An aggregator efficiently responds to 
FlexRequests made by TSO/DSO/BRPs by 
optimally orchestrating its aggregated 
flexibility portfolio of end energy prosumers  

The focus of this chapter is the research problem of the FLEXGRID’s HLUC_04_UCS_01. 
In this specific Use Case Scenario (UCS), the aggregator needs to represent the flexibility of 
its portfolio of DERs (i.e. FlexAssets) in the market and manage the aggregated flexibility in a 
centralized manner. 
 

 
In FLEXGRID UCS 4.1, the focus is on the role of the independent aggregator, as defined 

in the Clean Energy for all Europeans package (Directive (EU) 2019/944), which represents 
the flexible energy of the assets of its portfolio. The interaction of the aggregator with the 
existing and developing stages of the electricity market (flexibility buyers) is via FlexRequests, 
which as discussed in D3.2 are distinguished into two categories: Reserve and Dispatch. 
Rewards for prosumers (flexibility providers) which enlist their flexible assets in the 
aggregator’s portfolio are determined based on FlexContracts (Figure 1). As discussed in 
previous deliverables (D3.1 and D3.2), the main objective of an aggregator is to maximize 
its profit while ensuring a profitable business model for all participating end-users, 
respecting reservations of flexibility and avoiding any deviations from its targeted 
flexibility schedule. 

 
Figure 1: Aggregator’s Interactions with market and prosumers 
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The work of the period M19-M26 documented in this deliverable is focused on providing 

a tool for the aggregator to “manage a FlexRequest”. This requires the orchestration of its 
portfolio in order to comply with the accepted flexibility activations requested by the market 
and deciding on the operation/dispatch of relevant and suitable assets of the portfolio for all 
timeslots/Market Time Units (MTUs) of the time horizon.  
 

The method developed in FLEXGRID for the aggregator to “manage a FlexRequest”,    
provides the aggregator with an appropriate tool to decide at run-time the dispatch orders 
for its portfolio. The aggregator is able to maximize its profit (revenues minus costs), while 
at the same time respecting constraints imposed by the market and portfolio participants. 
Furthermore, the approach followed within FLEXGRID allows the aggregator to:  

 Manage its portfolio to resemble and act as a single dispatchable unit, 
qualifying for market participation. 

 Ensure profit for all participating end-users of its portfolio where fairness 
among the assets of end-users is secured with respect to their preferences and 
comfort levels.  

 Participate in a plethora of future market designs with a diverse and widely 
applicable tool.  

 

The aggregator is responsible for the management of the flexibility (flexible operation) of 
a portfolio of flexible assets. Flexibility is defined as the activated (controlled) deviation of 
the operation from the scheduled operating pattern. The scheduled operating pattern is 
determined by the supplier of the flexible assets and is submitted to the independent 
aggregator. In the current European market design, this refers to energy purchases and 
commitments in the Day-Ahead (DA) market which correspond to the supply of the planned 
operation of the flexibility assets. The time horizon coincides with the known scheduled 
operating pattern provided by the DA market and is a 24-hour period divided into discrete 
hourly timeslots, MTUs.  
 

2.2.1 Flexibility Requests   

As stated above, the aggregator interacts with the electricity market by responding to 
flexibility requests. Flexibility requests can involve either availability (reserve type) or energy 
(dispatch type). The aggregator needs to deviate the operation (activate flexibility) of 
FlexAssets and orchestrate its portfolio when positively responding to a FlexRequest of the 
dispatch type. The possible sequences of FlexRequests of reserve and dispatch type are 
shown in Figure 2. The optimization tool described in this work focuses on the management 
of FlexRequests of the dispatch type.  
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Figure 2: Diagram sequence of FlexRequests 

 
A FlexRequest-Dispatch has the following attributes regarding the requested flexibility: 
 

 Volume of requested energy (Up/Down) 

 Direction of regulation (Upwards/Downwards) 

 Reward 

 Timetarget (single MTU) 

 Location 
 

Additionally, the timestamp of a FlexRequest is needed, which signifies both the time 
where the need of flexibility is discovered and when it becomes known to the aggregator. 
 

2.2.2 Aggregator’s Portfolio   

The aggregator’s portfolio consists of flexibility assets that are a subset of the assets 
represented by the supplier. An asset can be characterized and qualify as a flexibility asset 
when its operation can be controlled by the aggregator and the planned deviation of energy 
(flexibility activation/behavior) is linked and directly correlated to the aggregator control 
actions and signals. The aggregator registers end-users and their flexible assets to the 
portfolio via FlexContracts. End-user/asset compensation is defined within a FlexContract, 
along with users’ preferences and constraints regarding the flexibility of each asset. 
Depending on the amount of flexibility that end-users offer to the portfolio (e.g., number of 
flexible assets, offered flexibility, flexibility behavior), each participant is rewarded with a 
reservation/participation reward which ensures profit when contributing to the aggregator’s 
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portfolio. The reservation reward is determined upon the registration of the end-user and 
does not affect the decision process of the aggregator when managing a FlexRequest.  
 

A second component of the end-user compensation, the dispatch/activation component, 
involves the actual activation of flexibility. The dispatch/activation component can be related 
either to the dispatched flexibility/energy (energy-dependent), depend on the number of 
flexibility activations within the time horizon or be based on the delay/advance of scheduled 
operation. This component of end-user compensation needs to be taken into account during 
the decision process of the aggregator regarding dispatch of assets and responses to 
FlexRequests. 
 

2.2.2.1. Flexibility Assets 

The aggregator represents a set of Shiftable Assets (SA) and a set of Adjustable Assets 
(AA), which are identified by a unique id and their owner, a corresponding end-user. 

 

Shiftable Assets 

Assets with shiftable operation patterns are categorized as Shiftable Assets. The control 
of assets in this category allows shifting the scheduled operation to a previous or future 
timeslot than one initially scheduled (scheduled operation is planned ahead and thus can be 
shifted to previous or next timeslots). 
 
The scheduled operating pattern of each shiftable asset in SA is described by: 

 Operation Pattern 

 Scheduled start time 
Information of shiftable assets regarding their flexibility behavior are: 

 Minimum/earliest start time 

 Maximum/latest start time or completion time 

 Required activation notice 

 Cost function 
 

Additionally, the location (grid-based) of each shiftable asset is known, as it is required 
to determine the suitability of the asset for participating in the fulfilment of a FlexRequest. 
 

Adjustable Assets 

Adjustable assets are the ones with the ability to activate their flexibility based only on 
their scheduled operation pattern, without depending on the operation in previous timeslots 
and without affecting operation in future ones. The flexibility they offer to the aggregator’s 
portfolio is defined by both the technical characteristics and the user constraints and 
preferences.   
 

The scheduled operating pattern of each adjustable asset is given by the ratio of 
operation (percent of maximum operation) at each timeslot of the time horizon and the 
power of the asset. 
 
Information of adjustable assets regarding their flexibility behavior are:  
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 Minimum operation 

 Maximum operation 

 Cost for upwards flexibility (increase generation/decrease consumption) 

 Cost for downwards flexibility (decrease generation/increase consumption) 

 Required activation notice 

 Max total energy activation for the time window (User comfort/constraint)  
 

Additionally, the location (grid-based) of each adjustable asset is known, as it is required 
to determine the suitability of the asset for participating in the fulfilment of a FlexRequest. 

 
As stated above, the need for flexibility activation is not known in advance. FlexRequests 

of the dispatch type become known during the time horizon, which is indicated by the 
different timestamps. If all FlexRequests of the dispatch type were known in advance (prior 
to the time horizon), the aggregator would decide on the response of FlexRequests with all 
the information regarding the time horizon available and accordingly schedule its portfolio 
optimally based on the scheduled operation of its assets and the requested flexibility of 
accepted FlexRequests. 
 

FlexRequests-dispatch are published at different timeslots and the aggregator needs to 
decide on the appropriate actions without any knowledge of future FlexRequests. As shown 
in Figure 2, when a FlexRequest-Dispatch succeeds a FlexRequest-Reserve, the aggregator is 
obliged to activate the requested flexibility. In a direct request, the aggregator can decide on 
its response depending on the reward of the FlexRequest and the status of its portfolio 
(availability and cost). 
 

Activation of flexibility from shiftable assets (delay or advance of scheduled operation) 
does not cause variations on the total energy consumed/generated by a shiftable asset. 
However, as the operation pattern of shiftable assets involves more than a single MTU, any 
deviation of the scheduled operation affects multiple timeslots (Figure 3). Since a 
FlexRequest-dispatch involves flexibility activation for a single MTU, shiftable assets alone 
are not suitable for serving single FlexRequests. Negative values of deviating energy 
correspond to upwards regulation, decrease of consumption/increase of generation. 
Correspondingly, positive values of deviated energy correspond to downwards regulation, 
increase of consumption/decrease of generation. 
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Figure 3: Deviation of operation of shiftable asset and deviation of energy 

 
On the contrary, the aggregator is able to control the operation of adjustable assets for 

each individual MTU depending on the available flexibility and with respect to user 
preferences and constraints (Figure 4). The aggregator’s control actions may alter the total 
energy consumed/generated by the adjustable asset and the potential consequences of 
these actions are included in the cost function of the adjustable asset.  

 
Figure 4: Deviation of operation of adjustable asset and deviation of energy 

 
The cost of shifting the operation of a shiftable asset can be lower than the cost of 

adjusting the operation of an adjustable asset. In principle, flexibility from shiftable assets is 
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less costly, as it is assumed that the comfort level of end-users is affected less than during 
the adjustment of the operation of an adjustable asset. The optimal strategy for the 
aggregator is to satisfy requested flexible energy from multiple FlexRequests with a 
modification of the scheduled operation of a single shiftable asset. The objective is to use the 
effect of the shifted operation in multiple timeslots to the aggregator’s advantage and cover 
any undesired deviations (deviations not requested by a FlexRequest) by orchestrating the 
operation of adjustable assets. This objective cannot always be reached, as not all 
FlexRequests are known beforehand and by the time all flexibility needs become known, the 
activation notices and/or scheduled start times may not allow control of suitable shiftable 
assets.  
 

Additional options for the aggregator to manage any imbalances of the actions over his 
portfolio is to purchase energy from other market participants or to accept imbalance costs 
imposed by the market. As these options are expected to be less cost effective, the priority 
is to absorb undesired deviations within his own portfolio.  
 

The feasibility of the solution, within the constraint of the network, can be included by 
providing specific grid locations and involving only the assets of the portfolio which are in 
accepted grid locations. 
 

 
The framework developed for this approach uses a mixed-integer linear programming 

(MILP) formulation, as it is a flexible and powerful method for solving large, complex 
problems. The objective function is the minimization of the cost of the aggregator as shown 
in equation 2.1:  

 
 

min
𝑥

𝐶𝑇𝑥  = min
𝑥

[𝐶𝑆𝐴, 𝐶𝐴𝐴𝑢𝑝 , 𝐶𝐴𝐴𝑑𝑜𝑤𝑛,, −𝑅𝐹𝑅𝑑 , 𝐶𝑖𝑚]
𝑇

[𝑥𝑆𝐴, 𝑥𝐴𝐴𝑢𝑝 , 𝑥𝐴𝐴𝑑𝑜𝑤𝑛 , 𝑥𝐹𝑅𝑑, 𝑥𝑖𝑚]     (2.1) 

 
subject to the following equality and inequality constraints: 
 

𝐴𝑥 ≤ 𝑏 
         𝐴𝑒𝑞𝑥 = 𝑏𝑒𝑞       (2.2) 

𝑏𝑙𝑜𝑤 ≤ 𝑥 ≤ 𝑏𝑢𝑝 

 
The decision and cost variables are distinguished into four categories: 

 Shiftable assets 

 Adjustable assets 

 FlexRequests-Dispatch 

 Imbalances 
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Shiftable Assets 
 

Each shiftable asset is described with all possible operation patterns within the time 
horizon (all possible start times, considering the activation notice required). In turn, each 
operation pattern is assigned with a cost, which is derived by the cost function of the asset. 
The scheduled operating pattern is assigned a zero cost. Decision variables 𝑥𝑆𝐴,𝑗  correspond 

to the operation options of each shiftable asset 𝑗. These decision variables can take the value 
of 0 or 1 (integer variables) and as only one operation pattern can be selected for each 
shiftable asset 𝑗, only one of the corresponding decision variables can be 1.  
 
Adjustable Assets 
 

Adjustable assets can contribute to upwards or downwards regulation, depending on 
their scheduled operation pattern and the constraints imposed by the end-users. Two 
decision variables are assigned for the deviation of operation of each adjustable asset for all 
MTUs considering the activation notice of each asset. One for upwards regulation and one 
for downwards (𝑥𝐴𝐴𝑢𝑝, 𝑥𝐴𝐴𝑑𝑜𝑤𝑛). The deviation at each timeslot is limited by the technical 

and user constraints and the total deviation for the time horizon cannot surpass the limit 
indicated by the user. 
 
FlexRequests and Imbalances 
 

A decision variable is assigned to each FlexRequest and the corresponding cost equals to 
the negative reward, as the objective function is formulated as a minimization problem. 
Without loss of generality, a FlexRequest can either be fully accepted or rejected, thus the 
decision variable are integers which can take the value of 0 or 1.  
 

A single decision variable corresponds to imbalances. The cost of imbalances represents 
the procurement of required energy out of the portfolio, from other market participants, or 
imbalance costs imposed by the market.  
 

2.4.1. Continuous operation for the time horizon 

 
The mixed-integer linear programming problem is performed for every timeslot (MTU) of 

the time horizon, where the number of cost and decision variables depend on the available 
information and control actions.  
 

The options of decision variables for FlexRequests that have been accepted in a previous 
timeslot, but involve a future MTU, or that are an obligation for the aggregator, follow 
accepted FlexRequests-Reserve, are limited to acceptance and both lower and upper bounds 
are set to 1. Any other FlexRequests that involve future timeslots and are available at the 
current MTU can be either rejected (0) or fully accepted (1).  
 

The actual values of decision variables regarding the portfolio (𝑥𝑆𝐴, 𝑥𝐴𝐴𝑢𝑝, 𝑥𝐴𝐴𝑑𝑜𝑤𝑛) and 

the imbalances (𝑥𝑖𝑚) become final when the aggregator can no longer perform any control 
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actions due to planned operation time and activation notice. Up to that point, the aggregator 
searches for alternative options to satisfy FlexRequests. 
 

2.4.2. Fairness among participating end-users  

The profit of end-users is ensured by the participation reward and the customized cost 
function for each of their participating assets. The aggregator opts to prioritize the activation 
of economic resources/assets, which is in line with the aggregator’s business model and the 
fair treatment of end-users. Fairness, as an issue, arises among assets with the same cost for 
a given timeslot. In that case, the aggregator should not favor one asset over another. The 
activation of flexibility is distributed among the assets with the same or similar cost, with 
respect to user constraints, availability on future timeslots and future requirements. 
 

 
At the time of this deliverable, there are limited operational flexibility markets, with most 

of them being in a pilot/test phase, thus realistic datasets for flexibility requests are quite 
hard to come across. Regulating prices and volumes provide some information on the 
flexibility needs of TSOs, but not for other potential flexibility buyers (DSOs and BRPs) which 
are relevant for the independent aggregator’s business model.  
 

The research goal at this stage, is to prove that a portfolio of FlexAssets can be 
coordinated and orchestrated to act as a single dispatchable unit, to qualify for participation 
in the electricity markets, capable of offering balancing and other ancillary services. For this 
reason, synthetic data are suitable and used to represent the flexibility portfolio and the 
FlexRequests. 
 

2.5.1. Simulation setup  

The portfolio of the aggregator is assumed to consist of 10 end-users, 7 households and 
3 small enterprises, where each end-user contributes to the flexibility portfolio with 2-3 
shiftable assets and 1-2 adjustable assets. Without loss of generality, all assets are considered 
to have solely consumption patterns and all end-users are assumed to be a subset of the 
aggregator’s portfolio suitably located within the grid for responding to and serving the of 
received FlexRequests. The time horizon is a single day divided into 24 hourly 
timeslots/MTUs.  
 
Portfolio 
 
For flexibility assets of the portfolio: 
 

 Scheduled operation takes place within the entire time horizon to align with 
different types of residential and business consumption profiles 

 Deviation options of shiftable assets are limited according to the users’ 
preferences and always fall within the interval [-10,10] with the cost set to be higher 
for largest absolute values of deviations 
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 Maximum deviation of adjustable assets is within ±30% of the nominal energy 
consumption, depending on availability and can be limited by users’ preferences. The 
cost of flexibility activation follows a tiered pricing scheme 

 The maximum flexibility activation of adjustable assets for the time horizon is 
randomly selected within the interval of [3-5] of maximum activations, while on a 
different scenario, the maximum flexibility activation is relaxed.  

 Required activation notice of assets is randomly selected within the interval [1-3] 
 
 
Available flexibility of portfolio 
 

The scheduled operation/consumption pattern of flexibility assets of the portfolio is 
shown in Figure 5. Both types of distributed assets of the portfolio, shiftable and adjustable 
assets provide flexibility to the portfolio. The available flexibility stemming from each type of 
asset however cannot be measured by the same metric. Flexibility due to the adjustable 
assets can be easily measured by the available reduction and increase of their consumption 
pattern at each MTU. The two dotted lines in Figure 5 indicate the maximum and minimum 
operation of adjustable assets. 
 

Measuring and evaluating the available flexibility of shiftable assets however is not 
straightforward. Multiple options of rescheduling their operation leads to various 
possibilities of combinations of upwards and downward flexibility activations. As the shiftable 
assets of the portfolio are consumption assets, their planned operation limits the available 
options for upwards regulation. In Figure 5, the scheduled operation of shiftable assets is 
illustrated, which is indicative of the maximum upwards regulation that shiftable assets can 
offer. 
 

 
Figure 5: Scheduled operation pattern of portfolio 

 
Flexibility Requests 
 

FlexRequests received from the market are adjusted to the size of the portfolio. Different 
scenarios of energy requests from the market, within the range of [0-10%], [0-20%] and [0-
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30%] of the scheduled operating pattern of the assets of the portfolio. In a pool-organized 
market, there is a single FlexRequest for each MTU in one direction, up or down. In a different 
market organization (continuous trading, OTC, bilateral contracts), there can be multiple 
FlexRequests towards the aggregator in different directions depending on the needs, 
obligations and requirements of each market participant. For the purpose of this research, 
we consider that the aggregator receives maximum two FlexRequests for each MTU and that 
the FlexRequests are always in the same direction to exclude profit from arbitrage. The 
monetary reward per energy unit is taken as constant for the entire time horizon. Although 
the price for flexible energy variates throughout the day, the goal is to showcase the trends 
of orchestrating a portfolio consisting of multiple distributed flexibility assets (DFAs). The 
distance of timestamps and the time targets of FlexRequests is set to 1 to illustrate the 
unforeseen and unpredictable need for flexibility. 
 

As stated above, the portfolio consists of consumption assets, leading to the focus of the 
results on flexibility activation regarding upwards flexibility, meaning reduction of 
consumption. From the Nordpool market, and specifically from the regulating power, it is 
evident that there are needs for both upwards and downwards regulation. Due to the market 
operation and the nature of the aggregator’s portfolio, accepting requests for downwards 
regulation is rarely profitable for the aggregator. This will be further analyzed in section 2.6. 
 

2.5.2. Benchmark scenarios 

The proposed approach is compared with two scenarios which are considered 
benchmarks. The first benchmark (Benchmark 1), which serves as the theoretical upper 
bound of the optimization/decision problem, is the one where all FlexRequests are known a 
priori (before the time horizon). This allows the aggregator to deterministically decide on the 
dispatch order and schedule of all flexibility assets.  
 

The second scenario (Benchmark 2) is a more conservative approach, where the 
aggregator decides for each MTU, avoiding deviations in MTUs where flexibility is not 
requested, thus limiting its portfolio to adjustable assets which can be seen as more 
conventional sources of flexibility.  
 

2.5.3. Performance evaluation results 

In this section, the simulation results and their performance evaluation are presented. 
The acceptance ratio of FlexRequests when the aggregator receives requests for upwards 
regulation, both in terms of activated energy and number of positive responses, of the 
proposed approach and the two benchmark scenarios is shown in Table 3 for multiple ranges 
of requested energy from FlexRequests.  
 

Table 3: Acceptance Ratio of upward FlexRequests 
 

 Range of energy of FlexRequests: [0-10%] 

 Proposed Approach Benchmark 1 Benchmark 2 

Acceptance Ratio of 
FlexRequests in terms 
of energy 

21.79% 22.5% 18.62% 
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Acceptance Ratio  
(Positive responses to 
Flex Requests) 

25% 37.5% 31.25% 

 Range of energy of FlexRequests: [0-20%] 

 Proposed Approach Benchmark 1 Benchmark 2 

Acceptance Ratio of 
FlexRequests in terms 
of energy 

7.41% 11.55% 5.91% 

Acceptance Ratio  
(Positive responses to 
Flex Requests) 

14.58% 18.75% 12.5% 

 Range of energy of FlexRequests: [0-30%] 

 Proposed Approach Benchmark 1 Benchmark 2 

Acceptance Ratio of 
FlexRequests in terms 
of energy 

6.45% 7.37% 4.65% 

Acceptance Ratio  
(Positive responses to 
Flex Requests) 

22.92% 22.92% 22.92% 

 
Benchmark 1 sets the upper limit for positive responses to FlexRequests. It should be 

noted, that when energy is rewarded with the same price throughout the time horizon, the 
acceptance ratio in terms of energy is more relevant than the acceptance ratio based on the 
absolute number of accepted FlexRequests. This explains the higher acceptance ratio in 
responses to FlexRequests in certain cases for Benchmark 2. An interesting observation are 
the similar values of acceptance ratio of the proposed approach and the two benchmarks for 
larger requests of energy. This is since the activated flexible energy reaches the limit of the 
total available flexible energy of the portfolio and more information and optimized 
approaches cannot significantly improve the acceptance ratio. 
 

In terms of profit, the proposed approach achieves 78%-96% of the performance of 
benchmark 1 and outperforms benchmark 2 by over 6%-35% as shown in Figure 6. It should 
be noted that the difference in performance in terms of profit is larger than the difference in 
performance in terms of acceptance ratio. Although the aggregator cannot increase the 
number of positive responses, in the proposed approach and in benchmark 1, due to limited 
available flexibility, the dispatch order is optimized leading to larger profits.  
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Figure 6: Comparison of profits of the proposed approach and the two benchmarks 

 
Available flexibility of the portfolio is limited mainly due to two reasons. The first one 

involves the minimum and maximum operation of adjustable assets and the second one the 
maximum activation for each flexibility asset. To understand the effect of limited flexibility, 
the maximum activation of assets was relaxed. In Table 4 and Figure 7, the corresponding 
results for acceptance ratio and profits of the proposed approach and the two benchmarks, 
with a relaxation of the limit of maximum activation are shown. 
 
Table 4: Acceptance Ratio of upward FlexRequests with relaxation of maximum activation 

per asset 
 

 Range of energy of FlexRequests: [0-10%] 

 Proposed Approach Benchmark 1 Benchmark 2 

Acceptance Ratio of 
FlexRequests in terms 
of energy 

39.96% 47.44% 28.97% 

Acceptance Ratio  
(Positive responses to 
Flex Requests) 

45.83% 54.17% 43.75% 

 Range of energy of FlexRequests: [0-20%] 

 Proposed Approach Benchmark 1 Benchmark 2 

Acceptance Ratio of 
FlexRequests in terms 
of energy 

10.14% 19.68% 8.19% 

Acceptance Ratio  
(Positive responses to 
Flex Requests) 

16.67% 25% 16.67% 

 Range of energy of FlexRequests: [0-30%] 

 Proposed Approach Benchmark 1 Benchmark 2 

Acceptance Ratio of 
FlexRequests in terms 
of energy 

9.89% 15.75% 7.81% 

Acceptance Ratio  31.25% 35.42% 29.16% 



28 
 

(Positive responses to 
Flex Requests) 

 

 
Figure 7: Comparison of profits of the proposed approach and the two benchmarks with a 

relaxation of maximum activation per asset 
 

With the increase of the available flexibility, the difference in the performance of the 
three approaches is more evident. Shiftable assets can be more effectively used and prior 
information allows better scheduling of the portfolio. 
 

It is interesting to note, that the increase to the limit of activation of adjustable assets 
leads to an increase of the use of shiftable assets. The deviation of a shiftable asset causes 
an increase of consumption for one or more MTUs. As only requests for upwards regulation 
are considered, these increments of consumption are counterbalanced by activations of 
adjustable assets. It should also be noted that the execution time of the proposed approach 
for the entire time horizon is within minutes, thus scalability of the solution is plausible and 
realistic. 
 

 
In FLEXGRID, UCS 4.1 focuses on the centralized management of distributed flexible 

assets and their representation in newly established flexibility markets. Within this context, 
a tool was developed to allow the aggregator to issue dispatch orders to its portfolio to 
respond to flexibility requests of the market. The independent aggregator is responsible for 
the flexibility of the assets and needs to coordinate with suppliers to establish the scheduled 
operating pattern of all assets within the portfolio and centrally coordinate the flexibility 
schedule when interacting with flexibility buyers and the flexibility market. End-users can 
register their assets to the aggregator’s portfolio and create new revenue streams with their 
flexibility while ensuring that their preferences and constraints are respected, and they are 
treated in a fairly manner.  
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Upon the communication of the proposed approach and research results of UCS 4.1 with 
the relevant community, the following list has been formed, which summarizes the most 
important lessons learned and research and business insights.  

 

Lesson learned Research & Business insights 

Coordination between suppliers and 
independent aggregators is needed in 
order to allow end-users to register their 
flexibility assets and participate in local 
flexibility markets. Scheduled operation 
and flexibility activation should be properly 
defined between involved market 
participants. 

The sustainability of the aggregator, 
independent of the supplier representing only 
flexibility in the markets, needs to be 
examined. Flexibility can be offered 
independently based on a prior scheduled 
operation. Apart from flexibility after the DA 
market, different market floors for flexibility 
should be considered in parallel with existing 
energy markets (e.g. see UCS 2.3 in WP4 about 
stacked revenue maximization from 
participation in multiple markets). 

A sustainable portfolio must consist of 
different types of end-users with different 
time offerings of flexibility (e.g. 
households, small business) to have 
diversity and available flexibility for 
multiple MTUs.  

Available flexibility for multiple MTUs is 
critical for the aggregator to have a 
sustainable business model. Priority needs to 
be given for MTUs where it is more expected 
that flexibility will be needed. 

Adjustable assets provide more usable 
flexibility to the aggregator as their 
operation does not affect multiple MTUs. 
Decrease of their operation to satisfy 
flexibility needed however may conflict 
with energy efficiency objectives and 
increase of operation cannot be currently 
sustained without the use of dynamic retail 
pricing. 

Need for inclusion of generation and storage 
assets in the portfolio to validate the 
proposed approach for combinations of 
FlexRequests for both upwards and 
downwards regulation. 

Shiftable assets can provide flexibility, 
without significantly affecting the comfort 
of the user. Shiftable assets with short 
operation schedules are more beneficial 
(less effect on other MTUs) but are more 
difficult to obtain scheduled operation and 
have direct control. 

Flexibility needs other than those of TSOs are 
hard to come across and the value of flexibility 
from different market participants is in 
general not publicly available. Elaboration of 
FlexRequest concept is needed in order for 
FlexDemand market actors to implicitly 
declare their flexibility needs. 

The sooner flexibility needs are known, the 
more effectively the aggregator can 
schedule and dispatch its assets, however 
the stochastic nature of needing flexibility 
must be taken into consideration for any 
proposed approach. 

It is important to research, design and develop 
models and tools suitable for multiple market 
designs as the market is constantly evolving 
and adapting new technologies. Furthermore, 
potential interactions and combinations of 
market roles need to be taken into account. 
Several sources of uncertainty that may 
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jeopardize the stability of the aggregator’s 
business model should also be effectively 
modeled.  
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3 An aggregator manages its portfolio of 
many distributed flexibility assets dealing 
with many sources of uncertainty 

In the previous chapter, we assumed that the aggregator is responsible for the 
management of the flexibility (flexible operation) of a portfolio of flexible assets. Flexibility is 
defined as the activated (controlled) deviation of the operation from the scheduled operating 
pattern. The scheduled operating pattern is determined by the supplier of the flexible assets 
and is submitted to the independent aggregator. In the current European market design, this 
refers to energy purchases and commitments in the Day-Ahead (DA) market, which 
correspond to the supply of the planned operation of the flexibility assets. 

 
In this chapter, we consider an economic dispatch problem for an aggregator’s portfolio, 

where energy management decisions are made online and under uncertainty. We model 
multiple sources of uncertainty such as RES, wholesale electricity prices as well as the 
arrival times and energy needs of a set of flexible assets (i.e. Electric Vehicles). The 
economic dispatch problem is formulated as a multi-agent Markov Decision Process. The 
difficulties lie in the curse of dimensionality and in guaranteeing the satisfaction of 
constraints under uncertainty, which extends the research idea and respective problem 
formulation of the previous chapter. A novel method, that combines duality theory and deep 
learning, is proposed to tackle these challenges. In particular, a Neural Network (NN) is 
trained to return the optimal dual variables of the economic dispatch problem. By training 
the NN on the dual problem instead of the primal, the number of output neurons is 
dramatically reduced, which enhances the performance and reliability of the NN. Finally, by 
treating the resulting dual variables as prices, each distributed agent (i.e. flexible asset) can 
self-schedule, which guarantees the satisfaction of its constraints. As a result, our simulations 
show that the proposed scheme performs reliably and efficiently. 

 
Conclusively, the main differences of this chapter’s system model and problem 

formulation (compared to chapter 2) are : 

 Scheduled operating pattern of flexibility assets is not known beforehand and 
thus decision-making process is online. 

 In Chapter 2, the aggregator represents only the flexibility of the assets of the 
portfolio (participation in flexibility market) and a supplier is responsible for the 
energy of the scheduled operating pattern. However, in this chapter, the 
aggregator is also responsible for the imbalances compared to the day-ahead 
energy schedule. 

 

In modern power systems, there is an increasingly high penetration of small Distributed 
Energy Resources (DERs), such as rooftop solar panels, micro-generators and flexible 
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controllable loads, predominantly Electric Vehicles (EVs). Moreover, many of these DERs 
exhibit high levels of uncertainty, in the sense that their constraints, costs and parameters 
are not deterministic. The integration of DERs into electricity systems has motivated 
hierarchical market structures where groups of DERs interact with the system as a single 
(aggregated) entity. These aggregation schemes can take various forms, e.g. demand 
response or flexibility aggregators, virtual power plants, energy collectives, while the group-
forming DERs may or may not reside at the same geographical location, depending on the 
use case and regulations. Such groups of DERs are also often called Energy Communities (ECs) 
[1], where the EC exchanges power with the system and an EC manager entity (or else 
aggregator) performs the energy management within the EC, i.e., coordinates the energy 
profiles of the community’s DERs and decides on the power exchange with the main system.  
 
 Towards making dispatch decisions within an EC, intra-community economic dispatch 
problems have been the topic of several studies. EVs appear to be the focus of a significant 
portion of this literature, partly because they are considered to be the predominant source 
of end-use flexibility to be integrated in the medium and long-term future. The dispatch of 
the EVs (or, more generally, the DERs) of an EC can be realized via direct control, or via an 
intra-community market such as the B2C flexibility market proposed by FLEXGRID UCS 4.2 
(see more details about this research thread in the next chapter below). Such B2C flexibility 
markets operated by an independent aggregator entity, have been proposed for various use 
cases, including prioritizing EV charging in a charging station [2], flexibility markets for 
providing local congestion management and voltage control services to DSOs [3] [4], and 
allocation of load curtailments by a demand response/flexibility aggregator [5]. 
 
 Towards designing the mechanisms of such B2C flexibility markets, mechanism design 
(e.g. [6] [7]) and algorithmic game-theoretic approaches [8] have been proposed, while many 
studies (e.g. [9]) exploit duality to construct a price-based control scheme. However, in 
settings with high penetration of DERs, the local economic dispatch problem involves the 
energy management (or else scheduling) of numerous small flexibility assets, and also 
needs to be solved in an online fashion and under uncertainty. 
 
 Regarding these new challenges, a certain part of the literature has focused on designing 
schemes for making efficient dispatch decisions under uncertainty. There is certain 
differentiation among studies, regarding the way they treat uncertainty. The case of cost-
efficient EV charging under the absence of forecasting tools using online optimization, is 
surveyed in [10]. Some studies, e.g. [11] [12] [13], propose energy management schemes 
that solve a deterministic problem based on forecasts and then reassess the scheduling 
using a rolling horizon technique. Some studies configure the energy management decisions 
with forecasting methods based on Machine Learning (ML). In [14], random forests are 
utilized to predict the uncertain parameters of flexible loads (EVs) before solving the 
economic dispatch problem, while [15] uses LSTM deep learning for a similar cause. However, 
in these approaches, the uncertainty over forecasted parameters is not taken into account 
when making decisions. 
 
 Another group of studies uses stochastic programming to sample realization scenarios 
for the uncertain system parameters. In [16], the authors propose a stochastic-robust 
approach for the decisions of a system with EVs. The applicability of the alternate direction 
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method of multipliers in stochastic B2C flexibility markets is investigated in [17], while in [18], 
stochastic programming is applied to an extended system that also includes resources across 
different energy carriers. In [19], a stochastic MILP formulation is proposed to assess the 
impact of RES and EV uncertainty on the energy management of a smart building, while in 
[20] and [21], the authors used stochastic dual dynamic programming to address RES 
uncertainty in dispatch problems. The authors in [22], configure the scenario-based method 
with information-gap theory to account for robustness. However, with multiple DERs, system 
parameters span over an exponentially large space, which means that the relatively very 
small number of scenarios sampled by a stochastic programming method can fail to 
generalize reliably. 
 
 A third family of studies leverages techniques from Artificial Intelligence (AI) to account 
for decision-making under uncertainty. The decision problem is modeled as a Markov 
Decision Process (MDP). In [23], a policy-rollout method is proposed to tackle the problem of 
home energy management under uncertain electricity prices. In [24], a policy-improvement 
method is proposed, which is warm-started by assuming a “good" policy learned by 
experience. In [25], a battery is controlled using approximate dynamic programming. 
Dynamic programming is a standard approach for tackling MDPs; however, the curse of 
dimensionality prevents this family of methods from generalizing to problems with 
multiple agents (e.g., EVs), unless simplifying assumptions are made. 
 
 Towards managing these issues, hybrid ideas have been proposed in the literature. The 
authors in [26] use dynamic programming to decide on the aggregated energy of an EV fleet, 
while an auction is used to allocate this energy among the EVs. A similar approach is taken in 
[27] for a system that also features RES generation. This technique is case-specific, since it 
builds on the assumption that the energy needs of EVs can be modeled simply by departure 
constraints and therefore aggregated to form a single-agent MDP. Another approach is to 
apply a standard Lagrangian decomposition to the economic dispatch problem of the 
aggregator, where each DER solves a MDP to decide on its own dispatch, using the iteratively 
updated Lagrange multipliers calculated by the aggregator. In such studies (e.g. [28]), the 
aggregator (or else community manager) treats the DER responses as if they were 
deterministic, and all uncertainty is virtually delegated to the DERs. It should be noted that 
such a procedure is not provably convergent. 
 
 A third approach is for the aggregator to use a Machine Learning (ML) algorithm to learn 
optimizing the actions (dispatch decisions) directly, in line with the so-called learning to 
optimize framework [29], which has also been applied to power systems recently (e.g. [30]). 
This is in contrast to the studies that use ML only for forecasting system parameters, and 
then solve a deterministic optimization problem. In [31], a deep reinforcement learning 
algorithm is proposed for making online dispatch decisions for EV charging stations. In [32], 
price-based control is realized via reinforcement learning, while a Neural Network (NN) is 
used as a function that maps prices to the agents’ response. In [33], ML algorithms are trained 
(using the system’s history) to make real time decisions on EV energy management. An 
important drawback of these methods is that they cannot handle constraints explicitly, i.e., 
constraints are satisfied only in expectation [34]. In [35], a penalty term is designed to teach 
a NN to also respect the local constraints of the agents. As analyzed in [36], the design of 
such a penalty term comes with various trade-offs (e.g., efficiency is sacrificed in order to 
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guarantee constraint satisfaction). The authors in [36], applied constrained policy 
optimization [37], which guarantees constraint satisfaction, in a setting involving an EV that 
is charging under dynamic electricity prices. However, the method introduces high 
complexity and constraint satisfaction is relaxed in order to make the method faster. 
Moreover, the authors consider only one EV, so the curse of dimensionality that occurs in 
multi-agent MDPs is not addressed. 
 

Within the FLEXGRID’s WP3 research work context, we formulate an economic 
dispatch problem as a multi-agent MDP, which cannot be tackled by standard dynamic 
programming algorithms. Assuming a coordinating entity (i.e. independent aggregator), 
we apply a machine learning algorithm in the dual problem space and take advantage of 
the fact that its dimension (number of variables) is drastically smaller than the one of the 
primal problem. Moreover, the proposed method is able to guarantee constraint 
satisfaction. Our contributions can be summarized as follows: 

• We consider multiple agents and multiple sources of uncertainty, i.e., a number of 
EVs with deadlines, RES and inflexible demand, as well as uncertain real-time 
electricity prices for drawing energy from the main system. Conventional 
generation cost is also modeled and a power balance constraint couples the 
decisions of all agents. 

• A Neural Network (NN) is trained to perform energy management decisions in real-
time, upon receiving the information about the current system state. Instead of the 
primal problem, the dual problem is used to train the NN. With this technique, we 
reduce the NN’s mean absolute error and enhance the NN’s reliability. 

• We propose an algorithm for energy management, through which the satisfaction 
of all the constraints is guaranteed. In particular, the distributed flexible loads (EVs) 
are allowed to self-schedule based on the dual variables provided by the NN. 

• We perform energy management in a rolling horizon fashion, so that the NN can 
adapt its decisions based on new information about the system’s state. 

• The algorithm’s performance is experimentally evaluated using a generic but 
realistic setup with convex generator models and EVs. 

• Our results indicate that the proposed method achieves a near-optimal 
performance and significantly outperforms the conservative and offline constraint-
satisfying benchmark. 

 

We consider an economic dispatch problem in a setting with conventional generators, 
RES generation, inflexible demand and a set of EVs that ask for charging services upon arrival. 
In what follows, we model the operational characteristics of an aggregator for a certain time 
horizon 𝑇, where continuous time is divided into discrete timeslots of equal duration. 
 

The aggregator2 features a set 𝑮 of power generators. The power output of a generator 
𝒋 ∈ 𝑮 in timeslot 𝒕 ∈ 𝑻 is denoted by decision variable 𝒈𝒋,𝒕. Each generator is characterized 

by its lower and upper operational limits as follows: 

                                                        
2 The terms “aggregator” and “energy community - EC” are used interchangeably in this chapter having a similar 
meaning. 
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   (3.1) 
 

and also bears a cost function 𝐶𝑗(𝑔𝑗,𝑡) that maps its output to a certain monetary cost. 𝐶𝑗(⋅) 

is taken in this work to be a quadratic function: 
 

 (3.2) 
 

The aggregator draws energy from the main electricity system at a time-varying per-
unit price l𝑡 . The vector of prices for all timeslots is denoted as l = {l1, l2, . . . , l|𝑇|} . The 

aggregated energy drawn by the aggregator at 𝑡 is denoted as 𝑔0,𝑡, and it is constrained by 

an upper bound K, i.e.: 
 

𝒈𝟎,𝒕 ≤ 𝐊, ∀𝒕 ∈ 𝑻    (3.3) 

 
The inflexible demand of the aggregator at 𝑡 is denoted as  𝑝𝑖𝑛𝑓𝑙,𝑡 , and the aggregator’s 

RES generation as 𝑔𝑅𝐸𝑆,𝑡 . The respective vectors containing the parameter values for all 
timeslots are denoted with a bold symbol, i.e. 𝑝𝑖𝑛𝑓𝑙 ,, = 𝑝𝑖𝑛𝑓𝑙,1, 𝑝𝑖𝑛𝑓𝑙,2, … 𝑝𝑖𝑛𝑓𝑙,𝑇,. 

 
The aggregator also features a set of chargers for electric vehicles (EVs). The 

aggregator is responsible for satisfying a set of charging tasks 𝑨, where a charging task 𝒊 ∈ 𝑨 
refers to allocating a certain amount of energy to an EV. Throughout this work, we refer to 
“EVs" and “tasks" interchangeably. Control variable 𝒑𝒊,𝒕  denotes the amount of power 

allocated to task 𝒊 in timeslot 𝒕. A power balance constraint, makes sure that the power 
generated equals the power consumed in every timeslot: 

 

 (3.4) 
 

A task 𝑖 ∈ 𝐴 is characterized by a tuple 𝛺𝑖 = {𝑎𝑖 , 𝑏𝑖 , 𝑑𝑖 , 𝑝𝑖
min , 𝑝𝑖

max, 𝐸𝑖 , 𝛿𝑖}, where 𝑎𝑖  is 
the task’s arrival time, 𝑏𝑖  is the task’s desired completion time, 𝑑𝑖  is a completion deadline, 

𝑝𝑖
min  and 𝑝𝑖

max  are the lower and upper bounds on the EV’s power consumption, 𝐸𝑖  is the 
total energy required for the task to be considered satisfied, and 𝛿𝑖 is a flexibility parameter 
that relates to the disutility that comes from delayed task satisfaction. Note that a task bears 
a departure time (deadline) 𝑑𝑖, upon which it must have received its required charging, but 
it is preferable to 𝑖 to receive charging in earlier timeslots (preferably before 𝑏𝑖). Naturally, it 
is 𝑏𝑖 ≤ 𝑑𝑖. A bold symbol Ω𝐴 = {𝛺𝑖}𝑖∈𝐴 denotes an instance of all task tuples. No energy can 
be allocated to a task, before the task’s arrival time or after its completion deadline 
(i.e. after the EV departs): 
 

𝒑𝒊,𝒕 = 𝟎, ∀𝒕 ∉ [𝒂𝒊, 𝒅𝒊], 𝒊 ∈ 𝑨   (3.5) 

 
while a task 𝑖 ∈ 𝐴 can only be charged between the minimum and maximum charging rates 
of the respective EV: 
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𝒑𝒊
𝐦𝐢𝐧 ≤ 𝒑𝒊,𝒕 ≤ 𝒑𝒊

𝐦𝐚𝐱, ∀𝒊 ∈ 𝑨, 𝒕 ∈ [𝒂𝒊, 𝒅𝒊].   (3.6) 

 
The energy requirement of the task, has to be satisfied before the task’s deadline: 
 

∑ 𝒑𝒊,𝒕𝒕∈[𝒂𝒊,𝒅𝒊] = 𝑬𝒊, ∀𝒊 ∈ 𝑨    (3.7) 

 
Finally, when the task charges at timeslots later than its desired completion time 𝑏𝑖, 

it suffers a cost (disutility) as follows: 

𝑼(𝒑𝒊,𝒕) =
𝜹𝒊

𝒕−𝒃𝒊𝒑𝒊,𝒕

𝑬𝒊
    (3.8) 

where 𝛿𝑖 is a constant parameter. Intuitively, the term 𝛿𝑖
𝑡−𝑏𝑖  penalizes charging in timeslots 

later than the desired departure time 𝑏𝑖  and favors earlier timeslots. Function 𝑈(𝑝𝑖,𝑡) can 

also be interpreted as the compensation that 𝑖 requires from the aggregator, in order to 
shape its consumption profile. 
 

Further constraints (e.g. power flows and voltage limits) could also be incorporated at 
this point. However, for simplicity of exposition, we assume that the necessary flow analysis 
has been conducted beforehand and that the limits posed by constraints (3.1), (3.3), and (3.6) 
already ensure that the physical grid operates within safe operational margins. 
 

If all the information of the system (i.e., RES generation 𝑔𝑅𝐸𝑆, inflexible demand 𝑝𝑅𝐸𝑆,𝑡, 

electricity prices l and tuples 𝛀𝐴 for the charging tasks of set 𝐴) was known beforehand, the 
cost minimization problem of the aggregator would be a deterministic, convex optimization 
problem, which reads as: 
 

 (3.9) 
s.t. (3.1) – (3.8) 

 
However, all the above-mentioned system parameters are not known beforehand (e.g. 

the EVs with their charging tasks arrive stochastically within the horizon without prior notice). 
Therefore, the optimal aggregator’s operation becomes a problem of decision making 
under uncertainty. We assume that the aggregator has access to historical data or statistical 
information about the uncertain parameters, except for parameter 𝛿𝑖, which is intrinsic to 
each user and the aggregator is only able to infer a relevant interval of 𝛿𝑖

3. Then, the problem 
structure is modeled as a Markov Decision Process (MDP) ℳ, defined as follows. 
 

                                                        
3 In this paper, we treat the environment as stationary, but in Section 3.6.4 below, we also perform a sensitivity 
test for the proposed method. It should be noted though, that in cases of strongly non-stationary environments, 
it might be more suitable to adopt a reinforcement learning or a robust optimization approach depending on 
how critical the system is considered to be. 
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3.4.1 Formulation of Markov Decision Process 𝓜 

• State:     
The setting’s State consists of all relevant information available at a given system 
instance. State variable 𝜏 denotes the current operation timeslot. Variable Ω𝐴(𝜏) =
{𝛺𝑖}𝑖∈𝐴/{𝜄}𝑎𝜄>𝜏

, denotes the tuples of tasks 𝑖 that have arrived up to 𝜏 (i.e. 𝑎𝑖 ≤ 𝜏). 

Tasks that have not arrived yet are not included in the State information, since their 
tuples are unknown at 𝜏. Variable ∑ 𝑝𝑖,𝑡𝑡∈[𝑎𝑖,𝜏−1]  is the power that has been allocated 

to task 𝑖  up until timeslot 𝜏 − 1. Parameters 𝑔𝑅𝐸𝑆,𝜏 , 𝑝𝑖𝑛𝑓𝑙,𝜏 , l𝜏  refer to the current 

operational timeslot 𝜏. 
 

• Actions: {𝑔0,𝜏 , {𝑔𝑗,𝜏}𝑗∈𝐺 , {𝑝𝑖,𝜏}𝑖∈𝐴} 

  The action space is spanned over the possible values of decision variables 𝑔0,𝜏, 𝑔𝑗,𝜏 

and 𝑝𝑖,𝜏. 

   
• Transition Functions: 

– τ  τ + 1 
  After a decision on the power allocation for a certain timeslot 𝜏 is made, the 

system transitions to the next timeslot 𝜏 + 1. 
– At the next timeslot 𝜏 + 1, uncertain parameters mentioned above evolve 

stochastically4. 

–  
  At the next timeslot 𝜏 + 1, the new allocated energy for each task is calculated 

by adding the allocation decision 𝑝𝑖,𝜏 of the last timeslot, to the the previously 
allocated energy ∑ 𝑝𝑖,𝑡𝑡∈[𝑎𝑖,𝜏−1] . 

 

• Cost: l𝜏𝑔0,𝜏 + ∑ 𝐶𝑗𝑗∈𝐺 (𝑔𝑗,𝜏) + ∑ 𝑈𝑖∈𝐴 (𝑝𝑖,𝜏) 

  The cost of a certain Action at a certain State is defined as the sum of the energy 
procurement cost and the aggregated disutility. 

 
The goal is to find a policy 𝜋, i.e., a mapping from each State to an Action, which minimizes 

the expected cost 𝐽(𝜋) 
𝑱(𝝅) =

𝔼𝝍∼𝝅 [∑ (𝒈𝟎,𝒕𝐥𝒕 + ∑ 𝑪𝒋𝒋∈𝑮 (𝒈𝒋,𝒕))𝒕∈𝑻 + ∑ ∑ 𝑼𝒕∈𝑻𝒊∈𝑨 (𝒑𝒊,𝒕)]
  (3.10) 

 
of the aggregator in the horizon 𝑇 , where 𝜓 ∼ 𝜋  is the set of State-Action trajectories 
conditioned over policy 𝜋. Moreover, the policy must belong to the set 𝐹𝜋, which contains 
the policies that respect the constraints (3.1) – (3.8): 
 

𝝅∗ = argmin𝝅∈𝑭𝝅
𝑱(𝝅)   (3.11) 

                                                        
4 The transition function of the uncertain parameters is not necessarily known to the aggregator or even well-
defined. It is assumed, though, that the aggregator has access to historical data of the uncertain parameters or, 
alternatively, is able to generate such data from estimated (possibly independent) transition functions of 
uncertain parameters. 
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The number of possible States and Actions in MDP ℳ  grows exponentially in the 

number of charging tasks, generators, and horizon timeslots, while ℳ  also features 
continuous State and Action variables. Thus, problem (3.11) cannot be tackled by traditional 
dynamic programming algorithms. Moreover, constraint (3.7) depends on the whole State-
Action trajectory and not only on the current Action. This makes it very difficult to guarantee 
their satisfaction. 
 

In particular, in standard MDP-solving frameworks, these kinds of constraints are 
incorporated in the Cost function of the MDP, multiplied by a penalty term 𝜈, i.e. the MDP’s 

Cost is extended with a term 𝜈 ∑ |∑ 𝑝𝑖,𝑡𝑡∈[𝑎𝑖,𝑑𝑖] − 𝐸𝑖|𝑖∈𝐴 .  

 
The issue is that if the value of 𝜈  is not large enough, constraint satisfaction is not 

guaranteed. On the other hand, choosing a very large value for 𝜈 forces the algorithm to 
pursue an overly conservative policy in order to make sure that constraints will be satisfied. 
Intuitively, in our context, an overly conservative policy would be to charge all EVs as fast as 
possible. This could lead to important efficiency loss as will be also shown in the simulations 
of section 3.6 below. In what follows we present a method that handles the intractability of 
the MDP ℳ, while constraint satisfaction is explicitly guaranteed. 
 

In this section, we present a novel method to tackle the MDP ℳ. We first present the 
high-level description of the algorithm. A very useful observation for MDP ℳ, is that its state 
variables can be conveniently separated in two special categories: the first category includes 
exogenous state variables Ω𝐴(𝜏) , 𝑔𝑅𝐸𝑆,𝜏 , 𝑝𝑖𝑛𝑓𝑙,𝜏 , l𝜏 , which have probabilistic transition 

functions but do not depend on the Action taken. The second category, includes 𝜏  and 

endogenous variables {∑ 𝑝𝑖,𝑡𝑡∈[𝑎𝑖,𝜏−1] }
𝑖∈𝐴

 (that depend on the Action), that both have 

deterministic transition functions. By exploiting these properties, the aggregator can run 
experiments for the setting, by sampling instances of 𝑔𝑅𝐸𝑆, 𝑝𝑖𝑛𝑓𝑙 , l, Ω𝐴 from historical data 

or from known transition functions and, for each experiment, solve problem (3.9) as a 
deterministic problem to obtain an optimal solution (i.e. the optimal Actions in hindsight). 
 

In a given experiment 𝒌, the system transitions through a certain trajectory 𝝍𝒌, of |𝑻| 
States and respective optimal Actions. Therefore, after simulating an experiment 𝒌, we can 

derive a set of |𝑻| mappings, where a mapping 𝓓𝑺
(𝒌)

 expresses an association between State 

𝑺𝒕
(𝒌)

 (in which the system found itself) and the optimal Action (that the deterministic 
optimization method took in that State). 

 
By running multiple offline experiments, the aggregator can generate multiple instances 

of 𝓓𝑺
(𝒌)

 (i.e. for a number of different States). These instances can be used to train a Neural 

Network (NN), towards learning to optimize the system. Thus, given an amount of Data 𝓓𝑺 =

{𝓓𝑺
(𝒌)

}∀𝒌, the NN can be trained so as to provide a function that maps a State to an optimal 

Action. Therefore, in real-time operation, the aggregator can observe the system’s current 
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State and feed it into the NN to obtain the NN’s prediction of what would be the optimal 
Action in that State. The high-level procedure is illustrated in the figure below. 
 

 
Figure 8: High-level procedures of data creation and online Action selection 

 
There are two challenges with the proposed approach. First, there are |𝑻|(𝟏 + |𝑮| +

|𝑨|) Action variables, which requires an equal number of output neurons. As a result, for only 
moderately large numbers of EVs in set 𝑨 , efficiently training the NN becomes quite 
challenging. Secondly, the NN does not guarantee constraint satisfaction, which means that 
if an EV’s power allocation is determined by the NN output, it is not guaranteed that the EV 
will fulfill its charging requirements. In order to tackle these challenges, it is useful to consider 
the Lagrangian relaxation of problem (3.9). By relaxing constraint (3.4), the Lagrangian is 
written as: 
 

  
 
where 𝜆𝑡  is the dual variable corresponding to constraint (3.4), for timeslot 𝑡. An EV’s optimal 
response to a set of mutipliers λ = {𝜆1, 𝜆2, . . . , 𝜆|𝑇|} is defined as: 

 

  (3.12) 
s.t. (3.5) – (3.8) 

 
while the response of the generation side is defined as: 
 

 (3.13) 
s.t. (3.1) – (3.3) 
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The dual problem is defined as: 
 

  (3.14) 
 
and since the primal problem (3.9) is a convex optimization problem, strong duality holds and 
the solution λ∗ to problem (3.14) achieves optimality for problem (3.9). 
 

Based on these observations, we can define the aggregator’s Action in terms of dual 
variables 𝝀𝒕 instead of primal variables 𝒑𝒊,𝒕, 𝒈𝒋,𝒕, 𝒈𝟎,𝒕, which dramatically reduces the Action 

variables from |𝑻|(𝟏 + |𝑮| + |𝑨|) to only |𝑻|. In turn, this greatly facilitates the NN training. 

According to this formulation, a piece of data 𝓓𝑺
(𝒌)

 derived from experiment 𝒌, is defined as 

a mapping from a system State 𝑺𝒕
(𝒌)

 to a set of dual variables 𝛌(𝒌): 
 

𝓓𝑺
(𝒌)

≡ 𝑺𝒕
(𝒌)

→ 𝛌(𝒌)  (3.15) 

 
The exact procedure of the data generation step is described in Algorithm 1 shown 

below: 
 

 
Figure 9: Algorithm 1 about data generation for training the Neural Network 

 
In real-time operation, the aggregator only decides the dual variables 𝝀𝒕  (by 

observing the NN output) and communicates them to the EV-task agents. Thus, instead of a 
fixed power allocation, each agent is given a set of multipliers (prices), which it can use to 
solve its local problem and make sure that its local constraints are satisfied. At timeslot 𝝉 of 
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online operation, agent 𝒊 has already received power �̃�𝒊,𝒕 for timeslots 𝒕 < 𝝉. Thus, 𝒊’s local 

problem at 𝝉, is defined as follows: 
 

  (3.16) 
 

After the agents decide their charging power, they communicate it to the aggregator, 
and the latter can make sure that the power balance constraint is satisfied in the most cost-
efficient way, by solving the following minimization problem: 

  (3.17) 
 
where, again, �̃�𝑗,𝑡  and �̃�0,𝑡  denote the decisions made in previous timeslots. The decisions 

for the current timeslot are implemented, and the procedure repeats for the next timeslot in 
a rolling horizon fashion. The exact procedure is described in Algorithm 2 shown below. 
 

 
Figure 10: Algorithm 2 about rolling horizon energy management 

 
Although the space of possible states is exponentially large and the NN’s training dataset 

cannot possibly explore it, we expect that the NN can learn the underlying structure of the 
optimal set of multipliers and provide a near-optimal output at any State. Moreover, by 
requesting that the NN provides the dual variables as output (instead of the primal variables 
𝑔0,𝑡, 𝑔𝑗,𝑡  and 𝑝𝑖,𝑡) we reduce the number of output neurons from |𝑇|(1 + |𝐺| + |𝐴|) to only 
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|𝑇|, which enhances the NN’s performance. At the same time, the agents’ decisions are made 
locally and, thus, constraint satisfaction is enforced. 
 

3.5.1 Neural Network 

The NN of Algorithm 2 is implemented as a Multi-Layer Perceptron (MLP), a class of 
feed-forward artificial neural networks. MLP is essentially a supervised learning algorithm 
that learns a non-linear function approximator (most common is stochastic gradient descent) 
for either classification or regression. An MLP trains on a dataset and learns a function f(⋅) ∶
Rm → Rn  where 𝑚 represents the number of dimensions for input, which is equal to the 
number of State variables in our case, and 𝑛 represents the number of dimensions for output, 
which in our case is equal to |𝑇|, since we have one dual variable for each timeslot. 

The model of each neuron in each layer of the network includes a set of weighted inputs 
that are summed and passed through a nonlinear differentiable activation function. The 
purpose of our network is to receive as input all the (known) State variables at a given 
operational timeslot 𝝉 and return the output prices 𝛌, one for each timeslot of the horizon 
𝑻. 
 

For our purposes, the standard MLP needs to be re-modeled so as to allow dynamic input 
size. Given an operational timeslot 𝜏 of Algorithm 2, the tuples 𝛺𝑖  of EVs that have not arrived 
yet (i.e., the state variables 𝛺𝑖  for the EVs with 𝑎𝑖 > 𝜏) are not observable. Therefore, the 
input size is dependent on 𝜏. However, neural networks are, by design, restricted to accept 
fixed length input. In order to tackle this issue, a masking layer was added before the input 
layer. The alternative would be to train |𝑇| different networks, one for every timeslot of the 
horizon. In the final NN, all State variables were included in the input layer and when at a 
given 𝜏 a number of State variables is unobservable, their input is fixed to a specific value. 
The above-mentioned masking layer is essentially an additional array that records whether a 
value is actually present for a given input, or whether it is missing and thus should be skipped 
during the processing of the data. This technique is called data masking. 
 

3.6.1 Simulation setup 

A total of 50 EVs (charging tasks) were considered 𝐴 = {1,2, . . . ,50}. Unless stated 
otherwise, the data were generated from 1000 offline simulations, and, for each simulation, 
we considered a horizon 𝑇 of 24 timeslots, where the horizon represents a two-hour interval, 
divided into 24 timeslots of 5-minute duration each. A two-hour interval with continuously 
increasing inflexible demand and electricity prices was chosen for the main experiments, in 
order to represent a rush hour / peak demand time, where the need for demand response is 
more probable to arise. 
 
For each task 𝒊 ∈ 𝑨, 

• The lower bound 𝑝𝑖
min  on the EV’s charging rate was set to zero. 

• The upper bound 𝑝𝑖
max  was picked randomly in the set {2,3,4, . . . ,12}(kW). 

• The arrival time 𝑎𝑖  was picked randomly from set {3,4, . . . ,9} for the first 17 tasks, 
and from set {14,15, . . . ,20} for the rest of the tasks. 
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• The desired departure time 𝑏𝑖  was set to 𝑎𝑖 + 3. 

• The required energy 𝐸𝑖  was set as 𝐸𝑖 = 𝑏𝑖𝑝𝑖
max (kWh

5

60
). 

• The deadline 𝑑𝑖  was set to 𝑑𝑖 = 𝑏𝑖 + 𝜉 , where 𝜉  was picked randomly from set 
{1,2,3,4}. 

• Parameter 𝛿𝑖 was picked randomly from interval [1,1.25]. 
 

Two local generators were modeled, 𝐺 = {1,2}, with technical minimum points 𝑔1
min =

𝑔2
min = 0(kW)  and capacity limits 𝑔1

max = 0.5|𝐴|max𝑖∈𝐴{𝑝𝑖
max}(kW)  and 𝑔2

max =
1000(kW). The respective cost parameters c𝑗  were set as c1 = 0.003 and c2 = 0.01, so as 

to simulate a base generator and a more expensive generator for demand peaks. 
 

The system’s electricity price 𝐥𝒕  at timeslot 𝒕  was generated by a random normal 
distribution with average value 𝝁(𝐥𝒕) and standard deviation 𝝈(𝐥𝒕) = 𝟎. 𝟎𝟑 . The value of 

𝝁(𝒍𝟏) (for timeslot 𝟏) was set as 𝝁(𝒍𝟏) = 𝟎. 𝟒
$

kW
𝟓

𝟔𝟎

. For later timeslots, the average value of 

𝝁(𝐥𝒕) was assumed to follow a Markov chain, where 𝝁(𝐥𝒕) = 𝐥𝒕−𝟏 + 𝟎. 𝟎𝟐. 
 
Similarly, for the inflexible demand 𝑝𝑖𝑛𝑓𝑙,𝑡, the standard deviation was set to σ(𝑝𝑖𝑛𝑓𝑙,𝜏) = 4 

and the average value was modeled as a Markov chain, where 𝜇(𝑝𝑖𝑛𝑓𝑙,𝑡) = 𝑝𝑖𝑛𝑓𝑙,𝑡−1 + 4,. For 

the first timeslot, it was set 𝜇(𝑝𝑖𝑛𝑓𝑙,1 ) = 100. Finally, RES generation 𝑔𝑅𝐸𝑆,𝑡  was set as 

𝜇(𝑔𝑅𝐸𝑆,𝑡) = 𝑔𝑅𝐸𝑆,𝑡−1 + 2.5,  𝜎(𝑔𝑅𝐸𝑆,𝑡) = 2.5, and  𝜇(𝑔𝑅𝐸𝑆,1) = 30 KW. 

 
 

3.6.2 Neural Network Design 

The implemented architecture consists of a 5-layer structure, in which the input layer 
and the output layer are interconnected with two intermediate non-linear hidden layers, 
while the masking layer precedes the input layer. Each layer is dense and fully connected; the 
first hidden layer contains 150 hidden units, and the second contains 100 hidden units. The 
activation function chosen is ReLu, for computational simplicity. 
 

The Adam algorithm5 was used as optimizer; a stochastic gradient descent method 
that is based on adaptive estimation of first-order and second-order moments. Mean 
squared error was used as loss function, and mean absolute error as our evaluation metric. 
The network was trained for 100 epochs. A dataset of 24,000 samples was generated, since, 
based on Algorithm 1, a number of |𝑻| pieces of data are created at each one of the 1000 
experiments. The 𝟗𝟐% of the data were used for training, while the rest 𝟖% was reserved 
for testing. Finally, it should also be noted that the data were scaled before being processed. 
 
 

3.6.3 Benchmarks to compare our proposed scheme 

We considered two benchmarks with which we compared the proposed method. The 
first is the optimal-in-hindsight solution, where we assume that the aggregator has perfect 

                                                        
5 https://machinelearningmastery.com/adam-optimization-from-scratch/  

https://machinelearningmastery.com/adam-optimization-from-scratch/
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knowledge over all uncertain parameters for the horizon 𝑇  and solves problem (3.9) 
deterministically in order to acquire the optimal solution6. Naturally, this benchmark serves 
as a theoretical upper bound on the performance of the proposed method and its solution 
cannot be obtained in practice. 
 

The second benchmark is the conservative solution, where each arriving EV is charged 
at its maximum possible rate 𝒑𝒊

𝐦𝐚𝐱 until its demand is fulfilled. This would be the solution 
provided by a traditional MDP-solving algorithm, when accommodated with a large penalty 

term 𝝂|∑ 𝒑𝒊,𝒕𝒕∈[𝒂𝒊 ,𝒅𝒊] − 𝑬𝒊| in order to guarantee that constraints (3.7) will be respected. For 

this case study, this solution can also be obtained by setting: 
 

  (3.18) 
 
and solving online dispatch/scheduling problem (3.17), where in constraint (3.4), it is set 

𝑝𝑖,𝑡 =  𝑝𝑖,𝑡
𝑐𝑜𝑛𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑣𝑒 .  

 

3.6.4 Performance evaluation results 

In this subsection, we present the simulation results. For a particular instance of the 
setting, the figure below depicts the aggregated consumption of EVs ∑ 𝑝𝑖,𝑡𝑖∈𝐴  as resulted by 

Algorithm 2 and the conservative benchmark, on top of the net demand which is the 
inflexible demand minus the RES generation for each timeslot. From the figure below, we can 
observe that Algorithm 2, in contrast to the conservative solution, opts for a peak shaving in 
timeslots 6-7, 18-21 and a valley-filling in the respective consequent timeslots. 
 

 
Figure 11: Electric Vehicles load on top of Energy Community’s net demand for the 

proposed and the conservative case 
 

Algorithm 2 and the two benchmarks were tested in a number 𝑴  of different 
instances, where in each instance the testbed’s parameters were sampled from the 

                                                        
6 This deterministic optimization solution was followed by UCS 4.1 that is extensively described in chapter 2. It 
should be noted that UCS 4.1 solution will be integrated in FLEXGRID ATP (or else AFAT) to reach TRL 5. This 
chapter enhances the results of UCS 4.1 in TRL 3. 
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probability distributions described in section 3.6.1 above. The Social Cost 𝑺𝑪𝒎,𝒕  for an 

instance 𝒎 and timeslot 𝒕 was calculated as: 
 

 
 
The Social Cost for each timeslot was averaged out over all instances and the Cumulative 

Average Social Cost 𝑆𝐶𝑡

𝐶𝑢𝐴𝑣
 is defined as: 

 

𝑺𝑪𝒕

𝑪𝒖𝑨𝒗
=
∑ ∑𝒈𝟎,𝝉𝐥𝝉+∑ 𝑪𝒋𝒋∈𝑮 (𝒈𝒋,𝝉)+∑ 𝑼𝒊∈𝑨 (𝒑𝒊,𝝉)𝝉∈[𝟎,𝒕]

𝑴

   (3.19) 

 
The Cumulative Average Social Costs achieved by the proposed algorithm and the two 

benchmarks are presented in the figure below. The proposed approach on average achieves 
a 14.1% decrease in the aggregator’s cost compared to the conservative benchmark, while 
it suffers a 11.4% higher cost than the optimal-in-hindsight solution. 
 

 
Figure 12: Average Social Cost achieved by the proposed algorithm compared to the two 

benchmarks 
 

The proposed approach is able to achieve this performance, mainly for two reasons. 
Firstly, thanks to the small number of output neurons, the Neural Network achieves a very 
good performance towards tracking the optimal dual variables of the optimization problem 
(3.9). This is shown in the figure below, where the Probability Density Function (PDF) of the 
Mean Absolute Error (MAE) is depicted for both the train and the test dataset. Both PDFs 
follow a positively skewed normal distribution, the mode of which is around 0.02. 
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Figure 13: Probability Density Function of the Mean Absolute Error for the train and test 

dataset 
 

Secondly, the rolling horizon approach of Algorithm 2 allows the NN to update the 
dual variables in an online fashion upon receiving new information on the system’s State. 
Indeed, for later timeslots 𝝉 (i.e., as time passes in the actual system operation), the NN’s 
performance is improved, since it has accumulated more information about the problem’s 
instance. This is quantified and presented in the figure below, where the MAE is depicted 
separately for each timeslot, i.e., the samples are grouped by the last known timeslot for 
which system parameters are observable. 
 

 
Figure 14: MAE box-plots (Q1, Q3) for the main train and test dataset 

 
Moreover, as stated in line 8 of Algorithm 2, only the decisions for the current timeslot 

𝝉 are implemented in the system, and when the system transits to the next timeslot, the 
decisions are updated. In the figure below, the MAE for both timeslot 𝝉  and the whole 
horizon 𝑻 is depicted as a function of the training epochs. As can be observed, the MAE for 
the current timeslot 𝝉 is even smaller compared to the MAE of the whole horizon. In practice, 



47 
 

since the procedure is repeated in a rolling horizon fashion and only the decision for 𝝉 is 
implemented, it is more important that the NN achieves a good prediction of the optimal 
dual variable 𝝀𝝉 for the current timeslot 𝝉 rather than for the whole horizon. 
 

 
Figure 15: MAE obtained during 100-epoch period training, taking into account the 

predictions of the whole horizon 𝑻 (blue), versus considering only the predictions of the 
first timeslot of each simulation (orange) 

 
Next, we relax the assumption of a stationary environment (where historical datasets 

are representative of future realizations) with respect to the inflexible demand and electricity 

price. Specifically, we train the NN using 𝝈(𝐩𝒊𝒏𝒇𝒍,𝒕) and 𝝈(𝐥𝒕) as before, but we evaluate it 

using scenarios produced under (the different) standard deviations 𝒇 𝒙 𝝈(𝐩𝒊𝒏𝒇𝒍,𝒕)  and 

𝒇 𝒙 𝝈(𝐥𝒕)respectively, where f is a factor by which the standard deviations are being altered. 
We evaluate the Competitive Ratio of Algorithm 2, defined as the ratio of the average 
optimal-in-hindsight objective value of problem (3.9) to the average social cost achieved by 
Algorithm 2, where the average is taken over the test scenarios. The figure below presents 
the results. The case of f = 1 represents accurate knowledge of the standard deviations. The 
algorithm’s performance is not particularly sensitive to non-stationarity of electricity prices, 
but it is to the one of inflexible demand. More specifically, the algorithm’s performance 
deteriorates as the error on the expected standard deviation of inflexible demand increases. 

When the actual 𝝈(𝐩𝒊𝒏𝒇𝒍,𝒕) is as high as four times the value used for training, the algorithm’s 

performance shows a significant deterioration. Nevertheless, for small errors, the algorithm’s 
performance is not significantly affected.  
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Figure 16: Sensitivity of Algorithm 2 to non-stationarity of the inflexible demand and 

electricity price 
 

We further perform a number of tests to evaluate the performance of the proposed 
method under different cases, beyond the rush-hour case described in 3.6.1 above. 
Specifically, the average values of electricity prices, RES output and inflexible demand are no 
longer assumed to increase along 𝑇. Instead, the average value of 𝜇(l𝑡) was assumed to 
follow a Markov chain, where 𝜇(l𝑡) = l𝑡−1 . An indicative set of 100 price trajectories, 
produced via random walks, is depicted in the figure below. 
 

 
Figure 17: A set of random price trajectories produced by the assumed input pattern 

 
For the inflexible demand and RES output, the average values were again modeled as Markov 
chains, but taken to increase for the first |𝑻|/𝟐 of timeslots, and decrease for the rest |𝑻|/𝟐, 
as in: 
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(3.20) – (3.22) 
 

Firstly, we evaluate the Cumulative Average Social Cost, as defined in (3.19) under 
this new setting. The results depicted in the first figure below validate the algorithm’s 
performance in this setting as well. Next, we test the MAE of the NN under different horizon 
sizes |𝑇|. The results, presented in the second figure below, verify the expectation that the 
MAE increases with longer horizons. Finally, in order to check if performance could be further 
improved by including more samples, we test the MAE achieved under different dataset sizes. 
As can be observed in the third figure below, the MAE is not significantly affected by 
performing more offline experiments on the setting. 
 

 
Figure 18: Average Social Cost comparison in the non rush-hour setting 

 

 
Figure 19: MAE under different time horizon sizes |𝑻| 
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Figure 20: MAE of train and test set using different dataset sizes 

 

Conclusively, our work paves the way for considering the applicability of machine 
learning (ML) and Artificial Intelligence (AI) theory in the energy sector and more specifically 
in the smart grid research area. It also provides interesting research insights on how to more 
effectively model the decision-making process of several smart grid market stakeholders 
using the aggregator as an example. The basic idea lies behind the concept of combining 
classic optimization theory with AI/ML in order to provide both more accurate (in terms of 
scientific excellence) and more practical (in terms of real-life business applicability and 
impact) solutions. With optimization theory, we make sure that we can achieve close-to-
optimal results, while with AI/ML methods we can efficiently deal with the very complex 
processes, handling of huge amounts of data as well as dealing with many uncertainty 
factors, which are quite difficult to model in concise mathematical equations.   

 
After communicating FLEXGRID UCS 4.1 scientific results to both academic and industrial 

communities, we have come up with a short list of lessons learned that could be further 
investigated in future R&I initiatives. The table below summarizes research and business-
related insights for each one of the lessons learned.  
 

Lesson learned Research & Business insights 

AI/ML-based decision making for certain 
smart grid applications can take place in 
the dual problem space instead of the 
primal one. Thus, a rather complex 
problem can be transformed into a simpler 
one before a Neural Network is trained.  

The proposed FLEXGRID mathematical and 
algorithmic methodology can be replicable in 
several other smart grid applications (OPF-
based problems, optimal bidding/ scheduling/ 
planning) exploited by different market 
stakeholders (e.g. System Operators, ESPs, 
etc.) 

The use of optimization theory can provide 
theoretically optimal results, but these 
may not be achieved in real-life business. 

More research is needed on novel 
methodologies that are able to combine 
classic optimization theory with AI/ML-based 



51 
 

The use of AI/ML-based decision making 
may be highly inefficient and even not 
applicable in some business cases.   

decision-making solutions in the energy sector 
in order to strive a good trade-off between 
scientific excellence and real-life business 
impact. 

Optimal dual variables do not generally 
adhere to some “easy-to-learn” underlying 
data structure by a ML/AI algorithm. This 
means that the proposed FLEXGRID 
methodology could be a promising solution 
when considering other types of FlexAssets 
or even when dealing with other similar 
dual problem spaces.   

Need for further validation of the proposed 
method when considering more types of 
FlexAssets at the same time (i.e. other than 
EVs, like curtailable/shiftable, battery storage, 
boilers, heat pumps, etc.), too. There is also 
need to consider more sources of uncertainty 
and test/ validate how these can further affect 
the performance evaluation results.   

Results show case that the proposed 
methodology is not so sensitive to 
sampling errors. For instance, we trained 
the NN with one dataset and tested it with 
another dataset by deliberately inducing a 
noise pattern. Our solution performs well 
in the presence of unexpected outliers. 

More validation tests are needed by utilizing 
real-life datasets from real-life FlexAssets and 
end users that may induce different types of 
outliers and noise patterns. Higher-TRL 
innovation activities are needed towards this 
direction. 

The proposed methodology does not find 
the optimal solution, but it is scalable and 
very practical. Thus, there is no need to 
have the most accurate end user modeling, 
but just know some basic end user and 
FlexAsset parameters (maybe via a user-
friendly mobile app) in order to be able to 
make good self-dispatch decisions. 

Real-life pilot tests are needed at a higher TRL. 
Need to define what level of accuracy is 
needed in the end user/FlexAsset modelling 
and inter-relate with end user engagement 
requirements and corresponding key 
performance indicators (KPIs).  

It is not easy for the aggregator to know the 
FlexAsset’s model and the end user’s utility 
model, because historical and statistical 
datasets are not generally available due to 
many legal, regulatory and technical 
restrictions. This increases the risk that the 
proposed solution may be not applicable in 
real-life business in the future. 

Need for multi-disciplinary research by 
including social and behavioral sciences, legal 
and regulatory framework, etc. End users 
should be able to trust 3rd parties that they 
use their personal data only for mutually 
agreed purposes and be fairly compensated 
for the data that they provide. Efficient end 
user engagement and acceptance strategies 
should be followed towards this direction. 
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4  An aggregator operates an ad-hoc B2C 
flexibility market with its end energy 
prosumers by employing advanced pricing 
models and auction-based mechanisms  

This chapter deals with the research problem of FLEXGRID UCS 4.2, in which a novel B2C 
flexibility market architecture is proposed. In this B2C flexibility market operated by an 
aggregator company, various types of small-scale Distributed Flexibility Assets (DFAs) may 
compete with each other in order for the required aggregated flexibility to be gathered by 
the aggregator (i.e. FlexSupplier) at the least possible cost.   
 

In FLEXGRID UCS 4.2, we draw on concepts of mechanism design theory in order to 
define an iterative, auction-based mechanism, consisting of an allocation rule and a payment 
rule. The allocation rule refers to the way that the aggregator decides upon how much 
consumption reduction/increase will be allocated to each end user (i.e. energy prosumer) 
according to the feedback obtained through the auction process. The payment rule refers to 
the way the aggregator decides upon the reward of each user for his/her allocation, provided 
that the end user makes the corresponding contribution. Through the auction procedure, the 
aggregator exchanges messages with the end users in the form of queries. A query in our 
case is a price signal communicated from the aggregator to the end user, to which the end 
user responds with his/her preferred action (e.g. consumption reduction) according to this 
signal.  
 

In the previous FLEXGRID D3.2, we proposed advanced retail market mechanisms 
(ARMM) that can be used by an aggregator in order to operate a novel B2C flexibility 
market architecture. A main research novelty of our work is that we consider the case in 
which an end user may respond untruthfully if he/she finds that to be in his/her interest. 
 

The business value that FLEXGRID platform introduces for the aggregator user is that 
s/he will be able to run various “what-if” simulation scenarios (offline operation) in order to 
determine better ways (via retail pricing schemes) to operate a novel B2C flexibility market. 
In other words, the aggregator will run a retail pricing algorithm to test and evaluate the 
impact that new FlexContracts (with its end users) would have on several KPIs such as: i) 
aggregator’s revenues, ii) aggregated end users’ welfare, iii) quantity of flexibility offered to 
the system, iv) individual end user’s welfare. As a result, the aggregator user will be able to 
intelligently identify how it can recommend a new (more beneficial) FlexContract to a set 
of end energy prosumers. This novel FLEXGRID service is expected to help the aggregator to 
realize deep relationship with its customer portfolio and thus make it more competitive in 
the future retail/B2C flexibility markets. 
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In this deliverable, we elaborate on the UCS 4.2 research work in order to deal in more 
depth with algorithmic complexity and scalability problem. Our research findings from 
FLEXGRID D3.2 indicate the need to deal with the scalability problem, which becomes very 
difficult to solve when we consider a large number of FlexRequests published by the 
FLEXGRID ATP, a large portfolio of end users (i.e. at a scale of several hundreds of 
thousands of end users or even millions 7 ), more complex (and thus more realistic) 
FlexAsset models and more stringent real-time constraints imposed by the emerging 
B2C/B2B flexibility markets. 

 

In order to cope with these research challenges, our work within M19-M26 was focused 
on combining the existing work on B2C flexibility market operation (cf. D3.2, chapter 4) 
with an optimal cloud resource allocation algorithm. The proposed cloud resource 
allocation algorithm is able to service multiple FlexRequests (e.g. in multiple distribution 
networks), and minimize the cost of computational resources, while respecting the 
execution time constraints of each FlexRequest. This will motivate towards a cost-efficient 
and competitive B2C flexibility market as a service offering by the aggregator. 

 

Towards facilitating the transition to a carbon-free electricity system, government 
policies introduce incentives for bottom-up investments in Renewable Energy Sources (RES). 
As a result, RES facilities are being installed in various locations of the medium or low-voltage 
distribution network. While these developments accelerate the penetration of RES, they do, 
however, create new challenges for power system operators. In particular, voltage and 
congestion issues become significant, as they can occur dynamically and close to real-time 
operation due to the volatile nature of RES output. 
 

In order to avoid resorting to undesirable RES/load curtailments and costly grid 
reinforcement 8 , Distribution System Operators (DSOs) can manage their networks and 
resolve voltage stability and congestion issues by drawing on the flexibility of small 
distributed resources located in the network, such as energy storage systems, micro-
generation facilities and flexible loads, e.g., Heating Ventilation and Air Conditioning (HVAC), 
Electric Vehicles (EV), etc. We refer to these resources as flexibility assets, while the facility 
where they are located (building, charging station, etc.) is referred to as a flexible facility or 
simply facility. 
 

Novel smart grid architectures such as the ones proposed by H2020 FLEXGRID project9 
prove market frameworks for flexibility activation in such contexts. The relevant 
marketplaces are commonly referred to as “flexibility markets”. A flexibility market is the 
marketplace where a DSO dynamically procures Demand Response (DR) services from assets 

                                                        
7  Note that each end user may have several flexible electric appliances (FlexAssets), so the number of 
participating entities increases even more. 
8 This is the Business-As-Usual approach for DSOs today in the EU area. 
9 See more details about the various types of Distribution Level Flexibility Markets (x-DLFM) in FLEXGRID D2.2 
(chapter 2) and D5.1 (chapter 2) here: https://flexgrid-project.eu/deliverables.html   

https://flexgrid-project.eu/deliverables.html
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located in different nodes of its network. In such markets, DR services are offered by flexible 
facility manager entities, who are responsible for aggregating, offering, and activating the 
facility’s flexibility via DR actions. These DR actions are implemented by Energy Management 
Systems (EMS) that use Information-and-Communication Technology (ICT) to monitor and 
control the energy consumption of the flexible facility. Examples include Building EMS, EMS 
that monitor and control the charging power of electric vehicles in an EV charging station, 
and more. 
 

The scalability properties of flexibility market-clearing algorithms constitute a critical issue 
towards bringing such solutions to real-life implementations. Moreover, each facility bears 
certain costs for performing DR actions, relating to the compensation (or energy bill 
discounts) that it should offer to its end users in order to modify the assets’ energy 
consumption profile. The objective of the DSO is to satisfy the system’s constraints in the 
most cost-efficient way, i.e., by drawing on the least expensive facility DR services. In 
addition, one needs to consider the minimization of the total system cost, including the DR 
procurement cost and the operational cost of the cloud services necessary to perform the 
various calculations required for the overall operation of the DR flexibility market. 

 

4.2.1 Related works from the international literature  

Cloud computing applications for the smart grid architecture have mainly focused on 
three areas, namely, energy management, information management, and security [39] [40]. 
However, the need to support flexibility markets that consider physical network constraints 
of the distribution network through Alternate Current Optimal Power Flow (AC-OPF) 
formulations, has recently emerged [41]. The computational complexity, the robustness [42] 
and the scalability [43] of these solutions pose critical demands, requiring the efficient 
allocation of DR flexibility markets’ computational tasks to computational resources so that 
the delay and processing requirements that these architectures need are guaranteed in an 
economically efficient manner. Moreover, as stated in many recent survey works, such as 
[44]  and [45], traditional cloud computing architectures can hardly meet the requirements 
of large-scale real-time data processing in DR applications. Therefore, novel cloud-fog-edge 
computing architectures have been recently proposed, in which computation tasks can be 
decomposed and be allocated to edge/fog nodes and clouds through more effective task 
allocation strategies to strike an optimal trade-off between various requirements, such as 
computational complexity, scalability, time-related constraints and total operating costs. 

 
There are several works in the recent literature that propose a cloud-fog-edge 

architecture for dealing with DR operation.  Ref [46] presents a pioneering work in the 
exploitation of an Edge-Cloud architecture towards efficient DR in buildings. Additionally, in 
[47], the authors analyzed communication performance as a major requirement in cloud-
based DR. More specifically, a cost-effectiveness analysis confirms that achieving higher 
performance incurs a higher communication cost. However, neither of the aforementioned 
works have dealt with the issue of adapting the allocation of DR computation tasks to 
computing resources. Consequently, there are no overall DR performance (delay and 
scalability) guarantees, while the satisfaction of the physical constraints of the power 
distribution network, and the consequent computational load it entails, are not considered. 
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The work in [48] presents an important effort on the use of clouds towards real time 

DR services, which is often referred to as Emergency Demand Response. The efficiency of the 
proposed solution is testified through performance evaluation results. In the same direction, 
[49] exploits clouds towards the real time management of smart grids. However, the former 
study does not consider the underlying distribution network, while the latter does not 
consider DR services. 
 

Furthermore, [50] proposes an integration between smart grid and cloud (noted as 
Internet of Energy) by proposing a smart gateway that bridges the fog domain and the cloud. 
It is introduced for scheduling devices/appliances by creating a priority queue that can 
perform demand side management dynamically. However, this paper only presents a 
communication architecture and does not model the algorithmic problems of resource 
allocation and flexibility market-clearing. 

 
The work in [51] proposes a cloud-edge cooperative control model and strategy for 

the price-based DR of large-scale air conditioners, while it is compared with a classic single 
cloud architecture model. The results show reduction of the grid’s critical peak and 
elimination of the peak rebound. However, the computation tasks are statically allocated to 
the cloud or the edge, while our work uses a diverse set of DR assets, which incurs the need 
for dynamic allocation of computing resources. 

 
The authors in [52] propose a three-tier edge-cloud collaborative residential energy 

management architecture to alleviate fluctuations in demand, while reducing latency and 
improving processing performance. To this end, a two-level energy management mechanism 
was determined. The first stage models the interaction between real-time pricing and energy 
demand, while the second implements energy scheduling between the cloud tier, access tier, 
and infrastructure tier. [53] also proposes a similar 3-tier cloud-fog architecture that 
improves the response delay and uses a linearized AC-OPF model that finds the optimal 
solution. Edge computing resources are designed to generate Bender’s cuts, and the cloud is 
designated as the coordinator of the whole process. Moreover, a few recent works, such as 
[54] and [55], deal with a distribution-level energy trading problem. [54] presents an energy 
trading management system, where the edge node acts as a retail energy market server 
providing energy services to the end-users. The architecture includes home gateways, local 
fog nodes and cloud server. The proposed edge/cloud model is compared to a classical single 
cloud-based one, showcasing its superiority with respect to network load and delay 
reduction. However, these works do not deal with optimal and dynamic allocation of 
computing resources and thus do not guarantee scalability and stringent delay constraints of 
the market clearing process. 

 
A few more works, namely [56] and [57], consider cloud-edge architecture to deal 

with electric vehicle (EV) fleet management problem. In [56], cooperation among cloud and 
edge devices is realized to make intelligent decisions related to EVs’ charging and discharging 
in addition to achieving the expected demand-supply balance, without accounting for 
distribution network constraints. [57] transforms a traditional large-scale V2G problem into 
several sub-problems, which are small enough to optimize. Network constraints are also 
taken into account. In our work, we model diverse DR assets and not only EVs. We also 
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propose an optimal solution for the orchestration of the heterogeneous cloud, fog and edge 
computing resources. 
 

Finally, the authors in [58] proposed the energy management as a service concept, 
which is implemented over a fog infrastructure. Scalability, adaptability, delay constraints 
and cloud cost minimization are some of the requirements that are extensively discussed. 
However, this is rather a high-level analysis, which means that there is neither a 
mathematical problem formulation nor a proposed algorithm included. In contrast, our work 
co-optimizes the cost of DR procurement and cloud resources by developing a solid 
mathematical model and algorithmic solution to realize the novel Demand Response 
Operation as a Service (DROaaS) business model. 
 

4.2.2 FLEXGRID research contributions 

Motivated by the above-mentioned research challenges and related works, we propose, 
for the first time, an innovative business-to-business cloud service, noted as DR Operation as 
a Service (DROaaS), which facilitates aggregators, through the use of a DR-oriented dynamic 
cloud resource allocation framework. By exploiting intrinsic attributes of DR models to 
optimize cloud-based execution, the proposed framework provides the aggregator with a 
flexibility allocation algorithm that is:  

 scalable in terms of number of assets and distribution network locations,  

 dynamic and able to make fast, real-time decisions, and  

 optimal (cost-efficient) in terms of minimizing the total system’s cost (i.e., both DR 
procurement cost and cloud-related operational expenditures).  

 

The major contributions of FLEXGRID UCS 4.2 are summarized as follows: 

 A decomposition algorithm is presented, through which the flexibility market 
clearing problem is parallelized so that it becomes amenable to distributed (cloud) 
computation. 

 An integrated framework is developed that facilitates the realization of the Demand 
Response Operation as a Service (DROaaS). This service calculates the optimal DR 
actions, while optimizing the cost of computational resources towards the 
proliferation of cost-competitive DR services. 

 The use of computational resources in the proposed multi-technology DR 
architecture is optimized through an integer linear programming algorithm. A 
heuristic algorithm is also presented, that achieves near-optimal performance with 
negligible computational time. 

 An extensive evaluation is performed, under a diverse set of end user devices and 
models. The evaluation results demonstrate the scalability, low delay and cost-
competitiveness of the proposed architecture. 

 

The proposed DR architecture assumes a computing and networking (COMNET) 
infrastructure that interacts with the EMS and supports the operation of the DR mechanisms. 
The COMNET infrastructure combines heterogeneous resources from the edge/fog layers to 
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bring adequate resources close to flexibility assets, and from multiple clouds (federated 
operation). 
 

Computing resources can range from generic ones, to specialized computing devices 
(FPGA, GPU), to micro Data Centers (DCs) and larger Data Centers (DCs), deployed in urban 
(office and residential buildings) and rural areas (e.g., alongside farms of wind turbines and 
solar panels), some closer to the edge and some deeper in the cloud forming the edge-fog-
cloud hierarchy. Moreover, these resources may belong to different administrative 
authorities (providers) thus forming a hierarchy of privately owned and public computational 
resources. Moving from the lower layers of the hierarchy to the higher ones, the provided 
capacity, scalability and resiliency increase, but so does the delay. Edge resources can 
perform light computations and filtering functions, while complex computations have to be 
offloaded to the higher layers, i.e., deeper in the cloud.  Such approaches are currently being 
adopted in other time-critical applications, e.g. closed-circuit television cameras fitted with 
artificial intelligence capabilities for facial recognition technology. We regard that the same 
approach is relevant for the smart energy field. More specifically, we consider as edge 
resources the resources that operate within and/or close to each facility featuring low 
network delay, but low computational capacity. We also note as fog resources the resources 
located on the local DSO data center (i.e. dedicated servers, which are available to compute 
purpose-specific applications). Finally, we note as cloud resources the ones located at large 
data centers and are typically owned by large cloud service providers (e.g., Amazon, Google, 
etc). These usually have larger network delay but higher capacity. 

 
The networking infrastructure includes various networking mechanisms using different 

wired (optical) and wireless (e.g. 4G/5G) technologies to provide the required 
interconnection of the computing resources over private and public network infrastructures. 
These multi-domain and multi-technology network paths are controlled and managed by the 
telecom operators based on Software Defined Networking (SDN) principles. Hence, we 
abstract the communication paths between the resources in the same or different layers as 
virtual links with specific latency and capacity. These values depend on the networking 
locality of the resources, with those in proximity resulting in lower latency than those that 
are far apart. 
 

Each facility’s Energy Management System (EMS) infrastructure contains sensors, 
actuators and/or smart plugs, together with appropriate interfaces through which end 
users are able to set their preferences regarding the use of their flexibility assets for 
providing DR. By drawing on the EMS monitoring and control capabilities, the flexible 
facility can offer DR services to the aggregator. In turn, the aggregator needs to decide the 
optimal configuration of DR-services (e.g., which facilities should activate their flexibility 
and by how much). This optimization can be mathematically decomposed into smaller 
subproblems (computational tasks), which can be performed in a cost-effective and time-
critical manner by drawing on the COMNET infrastructure. Thus, a business model is 
enabled, where an aggregator can act as an intermediary entity and thus offer a DR 
operation as a service (DROaaS) to multiple systems of DSOs and flexibility asset 
owners/end users. 
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The figure below depicts the proposed DR Operation as a Service (DROaaS) that can 
orchestrate the decomposed instances of the market clearing algorithm over the available 
COMNET infrastructure. The main components that form the proposed DROaaS architecture 
are: 

• An EMS per facility that exploits ICT technology to: 
– monitor and control the flexibility assets of that facility, 
– allow end-users to declare their electricity consumption preferences through 

a user interface, and 
– communicate the facility’s DR capabilities and receive dispatch orders. 

• The Service Orchestrator provides the necessary interface between the DROaaS 
platform (i.e. residing at the aggregator side) and the facilities and DSOs. It receives, 
through its interface, the requirements and specifications of the DR market clearing 
problem (see more in sections 4.4.1-4.4.2). 

• The Resource Orchestrator decomposes the DR market clearing problem (i.e. B2C 
flexibility market) into smaller subproblems (see more in section 4.4.3), and assigns 
the subtasks to the most appropriate edge, fog, or cloud computational resources 
(see more in section 4.5). 

• The Infrastructure Manager handles the interaction with the local orchestrators at 
the various computational resources, models their capabilities and enables their 
monitoring. 

 

 
Figure 21: The proposed Demand Response Operation as a Service (DROaaS) architecture 
 

In the following Section, we elaborate on the problem definition and decomposition, while 
in section 4.5, we present the algorithms for the allocation of the decomposed subproblems 
to computational resources. 
 

4.4.1 System Model 

A flexibility market consists of a set 𝑁 = {0,1,2, . . . , |𝑁|}  of flexible facilities (e.g., 
buildings, EV charging stations, storage facilities, etc), which are represented by an 
aggregator and a DSO, noted as participant 0 of set 𝑁. Each facility 𝑛 ∈ 𝑁/{0} is located at a 
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particular node of the DSO’s distribution network and can perform DR actions. Continuous 
time is divided into a set 𝑇 of timeslots for a given horizon ahead. 
 

Each facility is able to control the power consumption of its flexibility assets through 
the facility’s EMS. The set of flexibility assets of facility 𝒏 is denoted by 𝜞𝒏. The aggregated 
energy consumption of a facility at timeslot 𝒕  is denoted by 𝒙𝒏,𝒕 , while the energy 
consumption of a particular asset 𝜸 ∈ 𝜞𝒏 of facility 𝒏, is denoted by 𝒑𝜸,𝒕. Therefore, we have 

∑ 𝒑𝜸,𝒕𝜸∈𝜞𝒏
= 𝒙𝒏,𝒕, ∀𝒏 ∈ 𝑵/{𝟎}, 𝒕 ∈ 𝑻.   (4.1) 

 
Each facility features a set 𝒴𝑛 of local variables, which includes 𝑥𝑛,𝑡 , 𝑝𝛾,𝑡 (for every 𝑡 

and 𝛾) and also other local variables, depending on the particular models of the facility’s 
flexibility assets. A facility also bears a set 𝐶𝑛  of feasible operational points, defined by a 
number of operational constraints on the combinations {𝑦}𝑦∈𝒴𝑛

 of all local variables 𝑦 ∈ 𝒴𝑛. 

Therefore, we have: 
 

{𝒚}𝒚∈𝓨𝒏
∈ 𝑪𝒏, ∀𝒏 ∈ 𝑵/{𝟎}.   (4.2) 

 
Detailed asset models are presented in section 4.6 below. While those models 

facilitate the adequate evaluation of the proposed DROaaS architecture, the architecture is 
open and transparent to the facility DR models used, in the sense that it is not bounded to 
those, or any other, particular models. For this reason, the operational constraints (cf. 4.2) 
are kept in an abstract and general form for now. 
 

The DSO is responsible for maintaining the distribution network within safe 
operational limits. Assuming a radial network, let 𝑨 denote the set of network nodes and 𝑩 
the set of branches. For a node 𝒂 ∈ 𝑨, let 𝜴𝒑(𝒂) (or 𝜴𝒅(𝒂)) denote the set of predecessor 

(or descendant, respectively) nodes connected to node 𝒂 . In node 𝒂 , there is a certain 

amount of power consumption 𝐏𝒂,𝒕
𝐝 , as well as a RES power generation 𝐏𝒂,𝒕

𝐑𝐄𝐒, which the DSO 

can choose to curtail by a factor of 𝟏 − 𝜽𝒂,𝒕 ∈ [𝟎, 𝟏], where 𝜽𝒂,𝒕 = 𝟏 means that there is no 
RES curtailment and 𝜽𝒂,𝒕 = 𝟎 means that the whole RES output of node 𝒂 is curtailed. Finally, 

let 𝑵𝒂 denote the set of facilities located at node 𝒂 ∈ 𝑨. Towards modeling the flows and 
constraints of the physical electricity grid, we use the linearized DistFlow equations [59], 
defined by the following set of constraints: 

 
∑ 𝑷𝒊𝒂,𝒕𝒊∈𝜴𝒑(𝒂) − ∑ 𝒙𝒏,𝒕𝒏∈𝑵𝒂

− 𝐏𝒂,𝒕
𝐝 + 𝜽𝒂,𝒕𝐏𝒂,𝒕

𝐑𝐄𝐒 =

∑ 𝑷𝒂𝒋,𝒕𝒋∈𝜴𝒅(𝒂) , ∀𝒂 ∈ 𝑨, 𝒕 ∈ 𝑻
    (4.3) 

∑ 𝑄𝑖𝑎,𝑡𝑖∈𝛺𝑝(𝑎) − ∑ f𝑛,𝑡𝑛∈𝑁𝑎
𝑥𝑛,𝑡 − Q𝑎,𝑡

d + 𝜃𝑎,𝑡f𝑎,𝑡
RESP𝑎,𝑡

RES =

∑ 𝑄𝑎𝑗,𝑡𝑗∈𝛺𝑑(𝑎) , ∀𝑎 ∈ 𝐴, 𝑡 ∈ 𝑇
  (4.4) 

𝑉𝑎,𝑡 = 𝑉𝑖,𝑡 − 2(R𝑖𝑎𝑃𝑖𝑎,𝑡 + X𝑖𝑎𝑄𝑖𝑎,𝑡),

∀𝑎 ∈ 𝐴, 𝑖 ∈ 𝛺𝑝(𝑎), 𝑡 ∈ 𝑇
      (4.5) 
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V
_

𝑎 ≤ 𝑉𝑎,𝑡 ≤ V𝑎 ,  ∀𝑎 ∈ 𝐴, 𝑡 ∈ 𝑇

P
_
𝑎𝑗,𝑡 ≤ 𝑃𝑎𝑗,𝑡 ≤ P𝑎𝑗,𝑡 ,  ∀𝑎𝑗 ∈ 𝐵, 𝑡 ∈ 𝑇

Q
_

𝑎𝑗,𝑡 ≤ 𝑄𝑎𝑗,𝑡 ≤ Q𝑎𝑗,𝑡 ,  ∀𝑎𝑗 ∈ 𝐵, 𝑡 ∈ 𝑇,

    (4.6 – 4.8) 

where f𝑛,𝑡  are the parameters relating active and reactive power (through the power factor), 

and 𝑃𝑖𝑎,𝑡  and 𝑄𝑖𝑎,𝑡  are the active and reactive power flowing on the branch 𝑖𝑎 connecting 

nodes 𝑖 ∈ 𝐴 and 𝑎 ∈ 𝐴 of the distribution network. 
 

Equations (4.3) and (4.4) represent the active and reactive power balances at each 
distribution node. Namely, the total outgoing power ∑ 𝑷𝒂𝒋,𝒕𝒋∈𝜴𝒅(𝒂)  from node 𝒂, equals the 

incoming power ∑ 𝑷𝒊𝒂,𝒕𝒊∈𝜴𝒑(𝒂)  minus the net power consumption ∑ 𝒙𝒏,𝒕𝒏∈𝑵𝒂
+ 𝐏𝒂,𝒕

𝐝 −

𝜽𝒂,𝒕𝐏𝒂,𝒕
𝐑𝐄𝐒  of node 𝒂 . Equation (4.5) describes the voltage drop between each pair of 

neighboring nodes 𝒂, 𝒊 where 𝒊 ∈ 𝜴𝒑(𝒂). Variable 𝑽𝒂,𝒕 denotes the squared voltage of node 

𝒂 at 𝒕, while 𝐑𝒊𝒂 and 𝐗𝒊𝒂 are the resistance and reactance, respectively, of branch 𝒊𝒂. The 
grid’s voltages and active/reactive power flows must satisfy certain limits to ensure the 
physical grid’s operational safety. Constraints (4.6) make sure that voltages in all nodes stay 
within safe margins, while (4.7) and (4.8) limit the active and reactive power flows for all 
branches. 

 

4.4.2 DR problem formulation 

The DSO decides the amount of RES curtailments 𝜃𝑎,𝑡, that come at a cost of  c𝑎
curt  

per 1 MW of RES generation curtailment, as well as variables 𝑥0,𝑡  that express the power 

exchange with the main grid. A cost function 𝑑0(𝒴0) is defined for the DSO, to capture the 
cost of exchanging energy with the main grid and the cost of RES curtailments, namely: 

  (4.9) 
 
where 𝜋𝑡 the price for importing/exporting energy and 𝒴0 = {𝑃𝑖𝑎 , 𝑃𝑎𝑗, 𝑄𝑖𝑎, 𝑄𝑎𝑗, 𝑉𝑎,𝑡 , 𝑥0,𝑡 , 𝜃𝑎,𝑡} 

 
On the other hand, each facility bears a DR-cost function 𝒅𝒏(𝓨𝒏), where 𝓨𝒏 denotes 

the set of local variables of the facility. The function 𝒅𝒏(⋅) is used by the facility to model the 
DR costs of its assets. For example, an EV charging station would need to compensate its EV 
users (or offer price discounts) to counteract their dis-satisfaction for suffering delays in their 
battery charging due to congestion in the electricity network. Similarly to constraints (4.2), 
facility DR cost functions are kept in a general form in this section, but they are modeled 
explicitly in section 4.6 below for the performance evaluation tests. 
 

The objective of the market clearing algorithm is to make sure that the network 
operates within the feasible operational area, while minimizing the aggregate system cost 
(i.e., the cost of DR actions and the cost of exchanging power with the main grid), as follows:  
 

𝐦𝐢𝐧 { ∑ 𝒅𝒏𝒏∈𝐍 (𝒚𝒏)},  s.t. (4.1) – (4.9)   (4.10) 
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The intuition behind problem (4.10) is that, in case the satisfaction of the physical 
grid’s safety constraints necessitates DR actions, RES curtailments and/or power imports, the 
DSO will decide the least expensive combination of actions. For example, facilities that have 
a very small DR cost (e.g., a battery or a very flexible load) will be prioritized for dispatch 
actions before modifying the consumption profile of critical loads or resorting to RES 
curtailments and/or power imports at times where the electricity prices are high. 
 

4.4.3 DR problem decomposition 

Solving problem (4.10) directly, in a centralized fashion, poses a number of 
challenges. The first challenge is that all models (DR cost functions and operational 
constraints) of the facilities would need to be communicated to a central entity, which raises 
security and privacy concerns. A second issue is that the large number of variables makes the 
problem computationally intensive. 
 

In order to overcome these issues, problem (4.10) can be solved in a distributed 
fashion using a Lagrangian decomposition. Each facility solves a local optimization problem 
to decide the value of its local variables 𝓨𝒏, while the DSO solves an optimal power flow 
problem. The procedure iterates, while coordination is achieved by updating a set of 
Lagrange multipliers 𝝀𝒂,𝒕 and 𝝁𝒂,𝒕  that are related to the dual variables of the active and 

reactive power balance constraints, respectively. More specifically, we consider the 
Alternating Direction Method of Multipliers (ADMM). By taking the augmented Lagrangian 
of problem (4.10), we have: 
 

𝓛 = ∑ 𝒅𝒏𝒏∈𝑵 (𝓨𝒏) + ∑ ∑ (𝛌𝒂,𝒕𝒈𝒂,𝒕 +
𝝆𝟏

𝟐
∥ 𝒈𝒂,𝒕 ∥𝟐)𝒕∈𝑻𝒂∈𝑨

+ ∑ ∑ (𝛍𝒂,𝒕𝒉𝒂,𝒕 +
𝝆𝟐

𝟐
∥ 𝒉𝒂,𝒕 ∥𝟐)𝒕∈𝑻𝒂∈𝑨

    (4.11) 

where 

𝒈𝒂,𝒕 = ∑ 𝑷𝒊𝒂,𝒕𝒊∈𝜴𝒑(𝒂) + ∑ 𝒙𝒏,𝒕𝒏∈𝑵𝒂
+ 𝐏𝒂,𝒕

𝐝 − 𝜽𝒂,𝒕𝐏𝒂,𝒕
𝐑𝐄𝐒

− ∑ 𝑷𝒂𝒋,𝒕𝒋∈𝜴𝒅(𝒂)

    (4.12) 

ℎ𝑎,𝑡 = ∑ 𝑄𝑖𝑎,𝑡𝑖∈𝛺𝑝(𝑎) + ∑ f𝑛,𝑡𝑛∈𝑁𝑎
𝑥𝑛,𝑡 + Q𝑎,𝑡

d

−𝜃𝑎,𝑡f𝑎,𝑡P𝑎,𝑡
RES − ∑ 𝑄𝑎𝑗,𝑡𝑗∈𝛺𝑑(𝑎) .

     (4.13) 

 

An iterative method for solving problem (4.10) is defined based on the following 
variable update rules: 
 
Facility 

         (4.14) 
s.t. (4.1 – 4.2) 

 
DSO 
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     (4.15) 
s.t. (4.5) – (4.9) 

 
Coordinating entity (i.e. aggregator) 

𝝀𝒂,𝒕
(𝒌+𝟏)

= 𝝀𝒂,𝒕
(𝒌)

+ 𝝆𝟏𝒈𝒂,𝒕
(𝒌+𝟏)

𝝁𝒂,𝒕
(𝒌+𝟏)

= 𝝁𝒂,𝒕
(𝒌)

+ 𝝆𝟐𝒉𝒂,𝒕
(𝒌+𝟏)

    (4.16 – 4.17) 

 
where 𝜌1 and 𝜌2 are step update coefficients. 
 

This formulation allows problem (4.10) to be parallelized in order to be solved by 
appropriate computational resources in a coordinated distributed fashion. In particular, the 
computing task of each facility, i.e. solving problem (4.14), can be viewed as a self-dispatch 
problem where the facility decides the power consumption of each asset under the current 

active and reactive electricity prices 𝝀𝒂,𝒕
(𝒌)

, 𝝁𝒂,𝒕
(𝒌)

 of the facility’s node. On the other hand, the 

DSO solves an optimal power flow problem, i.e. problem (4.15), to decide whether any RES 
generation needs to be curtailed as well as the amount of power exchange with the main 
grid. The sequence and variable exchange among the execution nodes that execute each 
function is described in Algorithm 1 that is shown below. 

 

 
Figure 22: Iterative distributed algorithm for solving problem (4.10) 
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We consider the functionality of the proposed DROaaS framework, as a means to 
efficiently coordinate the calculations of a set 𝑅 of DR requests (corresponding to different 
distribution networks), where a DR request 𝑟 ∈ 𝑅 is an instance of problem (4.10) that is 
solved through Algorithm 1. Each particular DR request is decomposed into 𝑁 + 1 
subproblems, as presented in the previous section. Each subproblem corresponds to the local 
optimization problem of a facility (or the DSO) and can be viewed as a different computation 
task. Therefore, each DR request 𝑟 ∈ 𝑅 is characterized by its arrival time 𝛼𝑟, its set of tasks 

𝐹𝑟  (facilities and DSO) and an upper bound lat𝑟  on the allowable latency per iteration. 

Each task requires the transmission of input data 𝜹𝒇
𝒊𝒏 and output data 𝜹𝒇

𝒐𝒖𝒕. These 

tasks can be executed in the facilities (i.e. edge resources) that they originate from, or be 
forwarded to aggregation points (i.e. fog resources) or to the cloud, and they introduce a 
latency 𝒍𝒂𝒕𝒇. The incentive for moving tasks from the edge (on site) to the fog (other sites 

such as the aggregator’s premises) and to the cloud (central sites) is the lower capacity of 
lower-level resources that may prolong the execution time of the set of tasks beyond the 
allowable delay. Aggregating multiple tasks in fog resources (e.g. aggregator’s computing 
infrastructure) can reduce the overall cost of the operation, assuming that resources’ 
marginal cost reduces as a function of the submitted workload. On the other hand, moving 
tasks to higher layers of the COMNET infrastructure introduces networking latency that may 
increase the tasks’ overall execution time, the so-called makespan. 
 

Let graph 𝑮 = (𝑽, 𝑬) jointly represent the flexibility markets and the computing and 
networking (COMNET) infrastructure. The set 𝑽 = 𝑽𝒄 ∪ 𝑽𝒇  consists of the nodes 𝑽𝒄  that 

possess computational resources, and the nodes 𝑽𝒇: 𝒇 ∈ 𝑭𝒓,  𝒓 ∈ 𝑹 where the facilities are 

connected. Facility nodes can be also equipped with processing units, thus 𝑽𝒄 ∩ 𝑽𝒇 ≠ ⌀ in 

general. The set 𝑬 corresponds to virtual links that interconnect the nodes over wired and 
wireless communication paths. Let 𝑴 denote the set of types of computational resources 
available in the system. A resource of type 𝒎 ∈ 𝑴, located at node 𝒗 ∈ 𝑽, is characterized 

by a processing cost 𝐜𝒗,𝒎
𝐩𝐫𝐨𝐜

. Each virtual link 𝒊, 𝒋 ∈ 𝑬 is characterized by a network cost 𝐜𝒊,𝒋
𝐧𝐞𝐭, 

depending on its available networking capacity. The overall transmission rate of the virtual 
link 𝒊, 𝒋 is denoted as 𝐭𝐫𝒊,𝒋, resulting in a transmission latency for the data that needs to be 

transferred between nodes 𝒊 and 𝒋 and a propagation latency that depends on the physical 
distance of the virtual link. 
 

The goal of the resource optimization procedure is to minimize the weighted sum of the 
processing per iteration cost and the latency for serving all the DR requests in 𝑹, while 
respecting the time constraints of each request. In the next subsections we formulate the 
problem as an Integer Linear Program (ILP), and also provide a heuristic algorithm for 
keeping the computational time low. 

 

4.5.1 Optimal ILP for the allocation of computational resources 

In what follows, we present the ILP formulation of the dynamic resource allocation 
problem. We use the index 𝑓 to refer to a facility (and respective computation task) of any 
DR request, i.e. 𝑓 ∈ 𝐹, where 𝐹 = ⋃ {𝐹𝑟}𝑟∈𝑅 . Let binary variable 𝜁𝑣,𝑚,𝑓  denote whether a 
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virtual machine of type 𝑚 located at node 𝑣, is assigned to perform the calculation task 𝑓. A 
resource 𝑚 at node 𝑣 needs pr𝑣,𝑚,𝑓  time to perform the computations of task 𝑓. 

 
To speed-up the calculations, we make use of a pre-processing phase, in which we 

pre-calculate 𝜿 shortest paths with length 𝐥𝒊,𝒋,𝜿 between each pair of nodes 𝒊, 𝒋 ∈ 𝑬, which 

include the paths from the location 𝒗𝒇 of each facility 𝒇, to the different processing nodes 

𝒗 ∈ 𝑽 and between the processing nodes. Given the communication network topology 𝑮, let 
𝑲𝒊,𝒋  denote the set of 𝜿  shortest paths between nodes 𝒊, 𝒋 , and set 𝜦𝒊,𝒋  contain their 

respective lengths 𝐥𝒊,𝒋,𝜿 . Then, binary variable 𝜷𝒗𝒇,𝒗,𝜿  denotes whether the corresponding 

facility of task 𝒇 (located at node 𝒗𝒇) is connected to a node 𝒗 over virtual link 𝜿 ∈ 𝑲𝒗𝒇 ,𝒗 or 

not. 
 

An integer variable, denoted as 𝝍𝒗,𝒎,𝒇, indicates the timeslot10 in which a resource of 

type 𝒎, located at node 𝒗, starts the processing of task 𝒇. Finally, binary variable 𝝃𝒗,𝒎,𝒇,�̂� 

denotes whether the calculation of task 𝒇 at 𝒎, 𝒗 is performed before that of task �̂�. The 
objective of optimal resource allocation is to minimize the overall processing and network 
costs, i.e.: 

  (4.18) 

where 𝒲 = {𝜁𝑣,𝑚,𝑓 , 𝛽𝑣𝑓,𝑣,𝜅, 𝜓𝑣,𝑚,𝑓, 𝜉𝑣,𝑚,𝑓,�̂�}  and w  is an objective weighting coefficient 

taking values between 0 and 1. When w = 0, the latency for serving the DR requests is 
minimized, while when w = 1, the processing per iteration cost is minimized. In intermediary 
cases, where cost and latency are traded off, the value of w needs to be appropriately tuned, 
so that the processing cost (measured in monetary units) is balanced with the latency value 
(measured in units of time). The optimization is subject to the following constraints. Each 
task has to be assigned to exactly one virtual machine: 

∑ ∑ 𝜻𝒗,𝒎,𝒇𝒎∈𝑴𝒗∈𝑽 = 𝟏, ∀𝒇 ∈ 𝑭.     (4.19) 

In order to assign task 𝑓 to resource 𝑣, 𝑚, a connection path must be selected: 

∑ 𝜷𝒗𝒇,𝒗,𝜿𝜿∈𝑲𝒗𝒇,𝒗
≥ ∑ 𝜻𝒗,𝒎,𝒇𝒎∈𝑴 ,  ∀𝒇 ∈ 𝑭, 𝒗 ∈ 𝑽.   (4.20) 

 

We assume that the multiplier updates are made by the aggregator itself. Let �̃�𝑟  

denote the node where the DSO of DR request 𝑟 is located and 𝑓𝑟  denote the special task of 
multiplier update. Each facility allocates a virtual link for forwarding the data to the DSO 

                                                        
10 The set 𝑇 of timeslots defined in section 4.4.1 refers to operational timeslots e.g. of 15-minute duration. On 
the contrary, here we refer to timeslots that relate to the execution times of the calculations. Those are of much 
smaller durations. In fact, these timeslots belong to a set  𝒯, where the total duration of all timeslots in 𝒯, is 
smaller than the duration of one timeslot 𝑡 ∈ 𝑇, in order to satisfy the requirement that the calculations’ 
execution should finish before the operational timeslot changes. 
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∑ 𝜷𝒗𝒇,�̃�𝒓,𝜿𝜿∈𝑲𝒗𝒇,�̃�𝒓
= 𝟏, ∀𝒇 ∈ 𝑭𝒓, 𝒓 ∈ 𝑹.    (4.21) 

Node 𝑣 cannot begin the execution of task 𝑓 before receiving the input data 𝛿𝑓
𝑖𝑛 of 𝑓. 

This is subject to transmission and propagation delays, and the starting time of task 𝑓’s at 
𝑚, 𝑣 can be calculated to be: 

 (4.22) 

where 𝛷  is the speed of light and Q is a sufficiently big number. The aggregator cannot 
update the multipliers before receiving the response of each calculation task, implying that: 

  (4.23) 

When the multipliers are updated, an iteration of the distributed algorithm is 
completed and the respective latency per iteration constraint must be satisfied: 

𝝍�̃�𝒓 ,𝒎,�̃�𝒓
+ 𝐩𝐫�̃�𝒓,𝒎,�̃�𝒓

≤ 𝐥𝐚𝐭𝒓,

∀𝒎 ∈ 𝑴, 𝒗 ∈ 𝑽, 𝒇 ∈ 𝑭𝒓, 𝒓 ∈ 𝑹.
     (4.24) 

Finally, the following three constraints ensure that the execution time ordering is 
preserved and there are no overlaps (i.e., simultaneous task executions at the same 
machine): 

𝝃𝒗,𝒎,𝒇,�̂� + 𝝃𝒗,𝒎,�̂�,𝒇 = 𝟏, ∀𝒎 ∈ 𝑴, 𝒗 ∈ 𝑽, 𝒇, �̂� ∈ 𝑭, 𝒇 ≠ �̂�  (4.25) 

ψ𝑚,𝑣,𝑓 + pr𝑣,𝑚,𝑓 − ψ𝑚,𝑣,�̂� ≤

(1 − 𝜉𝑣,𝑚,𝑓,�̂� + 2 − 𝜁𝑣,𝑚,𝑓 − 𝜁𝑣,𝑚,�̂�) ⋅ Q

∀𝑚 ∈ 𝑀, 𝑣 ∈ 𝑉, 𝑓, 𝑓 ∈ 𝐹, 𝑓 ≠ 𝑓

    (4.26) 

ψ𝑚,𝑣,�̂� + pr𝑚,𝑣,�̂� − ψ𝑚,𝑣,𝑓 ≤

(1 − 𝜉𝑣,𝑚,�̂�,𝑓 + 2 − 𝜁𝑣,𝑚,�̂� − 𝜁𝑣,𝑚,𝑓) ⋅ Q

∀𝑚 ∈ 𝑀, 𝑣 ∈ 𝑉, 𝑓, 𝑓 ∈ 𝐹, 𝑓 ≠ 𝑓.

    (4.27) 

For large instances, the optimal ILP solution can take a long time to calculate. Thus, in 
the next subsection, we present a heuristic algorithm that can achieve a near-optimal 
solution with minimal computational time. 
 

4.5.2 Heuristic algorithm for fast resource allocation 

The heuristic algorithm decomposes the selection of processing nodes and 
transmission links in a separable form, assuming there is no coupling between the nodes 
where the processing is performed and the node which is responsible for communicating the 
multipliers and the iteration update. Thus, the problem can be efficiently solved by solving 
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the two decoupled problems, where the first finds the pairing of facility tasks to processing 
nodes, and the second finds the pairings of facility nodes to the node responsible for the 
iterations. Since the number of variables and constraints in this case is not large, many 
algorithms can be applied. The heuristic, presented in Algorithm 2 below, is based on relaxing 
the grouping constraints by first assigning facility tasks to processing nodes and then DR 
requests to the communicating node. 
 

More specifically, the heuristic algorithm serves the DR requests sequentially, one by 
one. To do so, the DR requests are sorted in descending order based on their service latency 
requirements (line 1). Hence, decisions for the DR requests with strict latency requirements 
are prioritized. Then, the facility tasks of the request are examined sequentially, and 
resources are allocated based on a best fit approach and the selected objective function (lines 
3-4). The allocation of each facility task is determined (and updated) by solving problem 
(4.18) – (4.27), but keeping all the variables of other tasks fixed. Since the DSO’s task has not 
been allocated at this point (i.e., the DSO variables are initialized to zero), constraint (4.23) is 
relaxed to prevent infeasibility. After all facility tasks are allocated, the algorithm allocates 
resources to the DSO task (line 5), by solving (4.18) – (4.27), while keeping the variables of 
facility tasks fixed. 

 
Figure 23: The proposed DROaaS heuristic algorithm 

 

In this section we present the simulation setup, which includes a set of detailed 
heterogeneous facility DR models, a benchmark DSO network, and COMNET infrastructure. 

 

4.6.1 Facility DR models 

 
 
 



67 
 

Table 5: Technical characteristics for all types of facilities 

 

We consider several heterogeneous facility DR models, where the differences lie in 
the modeling choices of the facility manager entity or in the nature of the facility’s flexible 
loads. All flexible loads are characterized by minimum and maximum operational points 
between which the load’s electricity consumption must lie, i.e., 

𝐱
_

𝜸 ≤ 𝒙𝜸,𝒕 ≤ 𝐱𝜸, ∀𝜸 ∈ 𝜞𝒏, 𝒏 ∈ 𝑵    (4.28) 
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The DR cost 𝑑𝑛 of facility 𝑛 is defined as the sum of the DR costs 𝑑𝛾,𝑛 of all the assets 

that it operates, i.e. 

𝒅𝒏(𝓨𝒏) = ∑ 𝒅𝜸,𝒏𝜸∈𝜞𝒏
(𝓨𝒏), ∀𝒏 ∈ 𝑵.   (4.29) 

In the following subsections, we present the facility DR models used in the 
simulations. A facility DR model refers to the specific formulation of the facility’s constraints 
(4.2) and its DR cost function 𝑑𝑛(𝒴𝑛). Based on its DR model, each facility type bears 
different computational requirements for solving its local problem (4.14), which greatly 
interferes with the resource allocation problem. The particular values for all parameters used 
in the following subsections are presented in the table above. 

 

4.6.1.1 Facility with curtailable loads 

The set of facilities belonging to this type is denoted by 𝑁curt. A curtailable load 𝛾 ∈
𝛤𝑛:𝑛∈𝑁curt

 has a desired consumption x̃𝛾,𝑡  at timeslot 𝑡 and is characterized by a set of DR cost 

parameters c𝛾,𝑡 that relate to the level of the load’s inelasticity. For these loads, the set of 

controllable variables consists only of the electricity consumption variables 𝑥𝛾,𝑡 , i.e. 

𝒴𝑛:𝑛∈𝑁curt
= {𝑥𝛾,𝑡}𝛾∈𝛤𝑛,𝑡∈𝑇. The DR cost function of a load, as adapted by  [64] and [65], is 

defined by: 

𝒅𝜸,𝒏(𝓨𝒏) = ∑ 𝒅𝜸,𝒏,𝒕𝒕∈𝑻 , ∀𝜸 ∈ 𝜞𝒏, 𝒏 ∈ 𝑵𝐜𝐮𝐫𝐭,   (4.30) 

where 

𝒅𝜸,𝒏,𝒕 = 𝐜𝜸,𝒕(�̃�𝜸,𝒕 − 𝒙𝜸,𝒕)
𝟐

, ∀𝜸 ∈ 𝜞𝒏, 𝒏 ∈ 𝑵𝐜𝐮𝐫𝐭.   (4.31) 

 
 

4.6.1.2 Facility with curtailable loads and ramp constraints 

For some assets it might be relevant to constraint the ramp up/down rates rup/rdown 
of energy consumption, in order to avoid abrupt changes in their consumption from one 
timeslot to the next. For this type of loads 𝛾 ∈ 𝛤𝑛 , 𝑛 ∈ 𝑁ramp , the control variables, 

constraints and cost function are the same as those of curtailable loads, but with an 
additional time-coupling constraint: 

𝐫𝜸
𝐝𝐨𝐰𝐧 ≤ 𝒙𝜸,𝒕 − 𝒙𝜸,𝒕−𝟏 ≤ 𝐫𝜸

𝐮𝐩
, ∀𝜸 ∈ 𝜞𝒏, 𝒏 ∈ 𝑵𝐫𝐚𝐦𝐩.  (4.32) 

 
 

4.6.1.3 Facility with time-shiftable loads 

This set of facilities is denoted by 𝑁shift. A load 𝛾 ∈ 𝛤𝑛:𝑛∈𝑁shift
 has a desired energy 

consumption E𝛾 that must be fulfilled within the time interval [t𝛾
arr, t𝛾

dep]: 

∑ 𝒙𝜸,𝒕𝒕∈[𝐭𝜸
𝐚𝐫𝐫 ,𝐭𝜸

𝐝𝐞𝐩
]

= 𝐄𝜸, ∀𝜸 ∈ 𝜞𝒏, 𝒏 ∈ 𝑵𝐬𝐡𝐢𝐟𝐭   (4.33) 
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The only decision variables are again 𝑥𝛾,𝑡. The load also has a desired completion time 

t̃𝛾 ≤ t𝛾
dep

. If part of the load’s required energy consumption is consumed after t̃𝛾, then the 

load bears a cost, defined as: 

𝒅𝜸,𝒏(𝓨𝒏) = ∑ 𝒅𝜸,𝒏,𝒕𝒕∈𝑻 , ∀𝜸 ∈ 𝜞𝒏, 𝒏 ∈ 𝑵𝐬𝐡𝐢𝐟𝐭,   (4.34) 

where 

𝒅𝜸,𝒏,𝒕 = ∑
𝐬𝜸

(𝒕−�̃�𝜸)

𝐄𝜸

𝐭𝜸
𝐝𝐞𝐩

𝒕=�̃�𝜸+𝟏
𝒙𝜸,𝒕,  𝜸 ∈ 𝜞𝒏, ∀𝒏 ∈ 𝑵𝐬𝐡𝐢𝐟𝐭   (4.35) 

Intuitively, the term s𝛾

(𝑡−t̃𝛾)
 imposes a higher DR cost for later timeslots through the 

exponent, while parameter s𝛾 ≥ 1 relates to the load’s inelasticity. This model is adapted 

from [66]. 

 

4.6.1.4 Facility with fully flexible loads 

This set of facilities is denoted by 𝑁flex. A load 𝛾 ∈ 𝛤𝑛:𝑛∈𝑁flex
 is characterized by a feasible 

time interval [t𝛾
arr, t𝛾

dep] , as well as a desired energy consumption Ẽ𝛾  and a minimum 

acceptable energy consumption E
_

𝛾 for that time interval, i.e. 

𝐄
_

𝜸 ≤ ∑ 𝒙𝜸,𝒕𝒕∈[𝐭𝜸
𝐚𝐫𝐫 ,𝐭𝜸

𝐝𝐞𝐩
]

≤ �̃�𝜸, ∀𝜸 ∈ 𝜞𝒏, 𝒏 ∈ 𝑵𝐟𝐥𝐞𝐱 .   (4.36) 

The set of controllable variables is again 𝒴𝑛:𝑛∈𝑁flex
= {𝑥𝛾,𝑡}𝛾∈𝛤𝑛,𝑡∈𝑇. The DR cost of a flexible 

load of this type, adapted from [67], is defined as: 

𝒅𝜸,𝒏(𝓨𝒏) = 𝐥𝜸
𝟏 ∑ 𝒙𝜸,𝒕𝒕∈[𝐭𝜸

𝐚𝐫𝐫 ,𝐭𝜸
𝐝𝐞𝐩

]
+ 𝐥𝜸

𝟐 , , ∀𝜸 ∈ 𝜞𝒏, 𝒏 ∈ 𝑵𝐟𝐥𝐞𝐱. (4.37) 

 
 

4.6.1.5 Storage Facility  

Set 𝑁bat  contains storage facilities. A battery is characterized by the charging and 
discharging efficiency parameters e𝛾

𝑐  and e𝛾
𝑑 , respectively, a maximum battery capacity 

SOC𝛾, a maximum power rate x𝛾 and a maximum number b𝛾 of full discharge cycles allowed. 

The set of control variables is 𝒴𝑛:𝑛∈𝑁bat
= {𝑥𝛾,𝑡

𝑐ℎ , 𝑥𝛾,𝑡
𝑑𝑖𝑠, 𝑢𝛾,𝑡, 𝑆𝑂𝐶𝛾,𝑡} , where for timeslot 𝑡 , 

variable 𝑥𝛾,𝑡
𝑐ℎ  is the charge power, 𝑥𝛾,𝑡

𝑑𝑖𝑠  is the discharge power, 𝑢𝛾,𝑡  is a binary variable 

denoting whether 𝛾  charges or discharges, and 𝑆𝑂𝐶𝛾,𝑡  is the battery’s state of charge. A 

storage facility does not have an operational cost for DR, i.e., 

𝒅𝜸,𝒏(𝓨𝒏) = 𝟎, ∀𝜸 ∈ 𝜞𝒏, 𝒏 ∈ 𝑵𝐛𝐚𝐭      (4.38) 

but the operation of a battery is subject to the following set of constraints [68]: 
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0 ≤ 𝑥𝛾,𝑡
𝑐ℎ ≤ 𝑢𝛾,𝑡x𝛾

0 ≤ 𝑥𝛾,𝑡
𝑑𝑖𝑠 ≤ (1 − 𝑢𝛾,𝑡)x𝛾

𝑆𝑂𝐶𝛾,𝑡 = 𝑆𝑂𝐶𝛾,𝑡−1 + e𝛾
𝑐 𝑥𝛾,𝑡

𝑐ℎ − 𝑥𝛾,𝑡
𝑑𝑖𝑠/e𝛾

𝑑

0 ≤ 𝑆𝑂𝐶𝛾,𝑡 ≤ SOC𝛾

𝑆𝑂𝐶𝛾,|𝑇| ≥ 𝑆𝑂𝐶𝛾,0

∑ 𝑥𝛾,𝑡
𝑑𝑖𝑠

𝑡∈𝑇 ≤ b𝛾 ⋅ SOC𝛾 .

    (4.39) – (4.44) 

 
 

4.6.1.6 Facility with thermostatically controlled loads  

Let 𝑁tcl  denote the set of facilities that feature thermostatically controlled loads 
(TCLs). Such facilities control the power consumption 𝑥𝛾,𝑡  of a TCL as well as indirectly 

controlling the room temperature 𝐻𝛾,𝑡, i.e. 𝒴𝑛:𝑛∈𝑁tcl
= {𝑥𝛾,𝑡 , 𝐻𝛾,𝑡}. A TCL is characterized by 

minimum and a maximum acceptable temperature levels, denoted as H
_

𝛾,𝑡  and H𝛾,𝑡  

respectively. The TCL’s temperature must be within [H
_

𝛾,𝑡 , H𝛾,𝑡] at all times: 

𝐇
_

𝜸,𝒕 ≤ 𝑯𝜸,𝒕 ≤ 𝐇𝜸,𝒕, ∀𝒕 ∈ 𝑻, 𝜸 ∈ 𝜞𝒏, 𝒏 ∈ 𝑵𝐭𝐜𝐥.   (4.45) 

The temperature transition depends on technical parameters ℎ𝛾
𝑖𝑛𝑠 , ℎ𝛾

𝑒𝑓𝑓
of the TCL 

that relate to the room’s insulation and the TCL’s efficiency, as well as on the TCL’s initial 
temperature H𝛾,0 and the outdoors temperature 𝐻𝑡

𝑜𝑢𝑡, as in: 

 (4.46) 

The DR cost function of a TCL is defined as the distance from its desired setpoint 
temperature H̃𝛾,𝑡  [69], i.e.: 

  (4.47) 
 
 

4.6.1.7 Electric vehicles’ charging station 

An EV charging station 𝑛 ∈ 𝑁cs can form a flexible facility by scheduling the power 
consumption of its charging tasks. An EV 𝛾 ∈ 𝛤𝑛:𝑛∈𝑁cs

 is characterized by an arrival time e𝛾
arr, 

an energy requirement E𝛾, a charging efficiency parameter e𝛾
eff and a maximum charging rate 

x𝛾. The set of variables is 𝒴𝑛:𝑛∈𝑁cs
= {𝑥𝛾,𝑡 , 𝑆𝑂𝐸𝛾,𝑡 , 𝑢𝛾,𝑡} where 𝑆𝑂𝐸𝛾,𝑡  is the state of energy 

in the EV’s battery and 𝑢𝛾,𝑡  is a binary variable denoting whether the EV’s charging demand 

has been satisfied in timeslot 𝑡. The set of constraints describing the EV model is: 
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𝒙𝜸,𝒕 = 𝟎,  𝒕 < 𝐞𝜸
𝐚𝐫𝐫

𝐞𝜸
𝐞𝐟𝐟 ∑ 𝒙𝜸,𝒕𝒕∈𝑻 = 𝐄𝜸

𝑺𝑶𝑬𝜸,𝒕 = 𝑺𝑶𝑬𝜸,𝒕−𝟏𝐞𝜸
𝐞𝐟𝐟𝒙𝜸,𝒕

𝒖𝜸,𝒕 = {
𝟏, 𝑺𝑶𝑬𝜸,𝒕 − 𝐄𝜸 < 𝟎

𝟎, 𝑺𝑶𝑬𝜸,𝒕 − 𝐄𝜸 ≥ 𝟎

     (4.48) – (4.51) 

Then, the DR cost is defined based on the extra waiting time that an EV suffers due 

to delayed charging (beyond its earliest possible task completion time ⌈E𝛾/e𝛾
effx𝛾⌉): 

𝒅𝜸,𝒏(𝓨𝒏) = ∑ 𝒖𝜸,𝒕

𝒕∈𝑻

⋅ 𝒕 − ⌈𝐄𝜸/𝐞𝜸
𝐞𝐟𝐟𝐱𝜸⌉ − 𝐞𝜸

𝐚𝐫𝐫,

 ∀𝜸 ∈ 𝜞𝒏, 𝒏 ∈ 𝑵𝐜𝐬.

 

This formulation was first proposed in [70]. 

 

4.6.2 DSO network 

We consider a 15-node radial distribution network (see figure below). The data for 
branches and loads are presented in the table below, adopted by [68]. The upper and lower 
bounds of the nodal voltage amplitude are set to 1.05 pu and 0.95 pu, respectively. We 
assume that 2 PV generators are installed at nodes 2 and 13 of the network, while 4 wind 
turbines are located at nodes 5, 8, 10 and 11. Their production curves are derived from . The 
base power and voltage are 1 MVA and 11kV. The cost 𝐜𝒂

𝐜𝐮𝐫𝐭  of shedding 1 MW of RES 
generation was set to 50. For the evaluation, we considered a number of 100 assets for each 
facility. 
 

 
Figure 24: A 15-node radial distribution network 

 
Table 6: Technical characteristics of the 15-node radial distribution network 
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4.6.3 Cloud computing infrastructure 

In our simulation experiments, we considered two topologies for the COMNET 
infrastructure with different characteristics in terms of the number of available resources 
and link lengths: a basic and an extended edge-fog-cloud topology (see the two figures 
below). For both network topologies, we assumed that the network is split into three layers, 
with Layer 1 representing edge, Layer 2 fog, and Layer 3 cloud infrastructure. The link lengths 
of the basic topology vary from 100 km to 500 km, whereas the extended topology features 
average link lengths of 150 km that vary on the interval of 30-500 km. The number, processing 
capacity and availability of the resources increase as we move to higher layers of the 
infrastructure (i.e. deeper in the cloud). We assume uniform processing capabilities at each 
node of a given layer. For the bottom layer, the processing capacity of a node was set to 9 
GIPS (billion instructions per second). On the other hand, the utilization cost of the processing 
resources decreases from the edge to the cloud. The nodes of the different layers are 
interconnected through links of varying rates. Edge nodes are connected via lower rate links, 
while cloud nodes via higher speed links. However, in our performed simulation experiments 
the transmission latency was assumed to be negligible, given the small size of data that need 
to be transferred, and only the propagation latency was taken into consideration. 
 

 
Figure 25: Basic network topology split into 3 layers to represent an edge-fog-cloud 

infrastructure 
 

 
Figure 26: Extended network topology split into 3 layers to represent an edge-fog-cloud 

infrastructure 
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We examined the performance of the proposed ILP and heuristic assuming an instance 
of the DROaaS problem, in which a varying number of DR requests [10-60] need to be served. 
Each DR request refers to a certain set of facilities, the number of which was selected 
randomly from [2, 8]. We assumed that higher layer resources decrease the execution time 
of a task by 20% and the cost of utilizing processing power by 40% (1 c.u. for using layer 1 for 
10 sec), in relation to lower layer resources (cloud-fog and fog-edge). The processing capacity 
of each node of the edge/fog/cloud layer was set to 9/10.8/12.96 GIPS respectively, while 
the respective cost of using resources for 10 sec was set to 1/1.4/1.96. 
 

Simulation experiments were performed, evaluating different scenarios in relation to the 
number of tasks, their processing and data requirements, the capacities of the computing 
and networking resources and their related costs. The computational load of line 4 of 
Algorithm 1, i.e. for solving the optimization problems (4.15) and (4.14) for each different 
facility type, were tested via simulations. The results are presented in the table below.  
 
Table 7: Number of instructions of line 4 of Algorithm 1, for the DSO and each facility type 

Facility type Instructions count (in Millions) 

DSO 16703 

Curtailable loads 19369 

Curtailable loads with ramps 874284 

Time-shiftable loads 9028 

Flexible loads 9026 

Storage 15895 

Thermostatically Controlled 
Loads 

196891 

EV charging station 120714 

 
An interesting observation is that the computational cost for curtailable loads is 

massively increased by the sole introduction of ramp constraints. Moreover, the network 
loads, which relate to the volume of data necessary (number of parameters) to perform the 
calculations, are presented in the table below for each facility type. Finally, we should note 
that obtaining the optimal solution to problem (4.18) – (4.27) takes a prohibitive amount of 
time (in the order of hours). In contrast, the computational time of the Heuristic algorithm is 
only in the order of seconds, even for highly complex COMNET infrastructures. This makes 
the Heuristic algorithm applicable for the purposes of real-time electricity markets, which are 
typically cleared every 5 to 15 minutes. In what follows, we present simulation experiments 
that record the optimality loss of the fast Heuristic algorithm, compared to the optimal, but 
impractical, ILP. All simulation experiments were performed on a computer with an Intel Core 
i7-9700K processor running at 3,6 GHz and 32 GB of RAM. The simulations were run in Matlab 
using the CPLEX LP/MIP solver. 
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Table 8: Network load (in number of parameters needed to be communicated) for the 
DSO and each facility type 

Facility type Input ( bytes) Output ( bytes) 

Curtailable loads 5000 2400 

Curtailable loads with ramps 5400 2400 

Time-shiftable loads 700 2400 

Flexible loads 800 2400 

Storage 600 4800 

Thermostatically Controlled Loads 7924 2400 

EV charging station 600 2400 

 
 

4.7.1 Results for the basic network topology 

Initially, we evaluated the performance of the proposed ILP and heuristic mechanisms 
in relation to the total cost required to complete the execution of an iteration of the DR 
requests (see figure below). As expected, lower cost is achieved when the objective is set to 
minimize the processing per iteration cost (i.e. w = 1). In that case, the cloud resource nodes 
are preferred compared to the edge and fog nodes due to their lower cost and higher 
processing capabilities. The performance of the proposed ILP and heuristic is similar for a 
small number of DR requests, while for a higher number of DR requests, the ILP outperforms 
the heuristic. When the objective is the minimization of the latency for serving DR requests 
(w = 0), then more edge resources are utilized, resulting in increased cost when the heuristic 
mechanism is used. For these experiments, the latency bound for each DR request was set 
to 1.3 times the processing time of the largest task on the slowest resource. 
 

 
Figure 27: Total cost required to complete the execution of an iteration of the DR 

requests for the basic network topology 
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Next, we compared the total time required to complete an iteration (makespan) (see 

figure below) for the two developed mechanisms. In this case, the latency bound is relaxed. 
The best performance is achieved by the ILP with the objective of minimizing the latency for 
serving the DR requests, followed by the respective heuristic. The difference between the 
heuristic and the ILP is due to the fact that the ILP achieves the optimal allocation of the 
processing resources, while the heuristic with a worse performance in resource utilization, 
selects processing instances with slower computational capabilities to meet the objective 
criteria. 

 

 
Figure 28: Total time required to complete an iteration for the ILP and the heuristic 

mechanism 
 
 

4.7.2 Results for the extended network topology 

We performed a number of experiments for the extended network topology, using 
the heuristic algorithm for two different cases. In the first case, we assumed a higher number 
of DR requests that vary from 200 to 1200, while the rest of our assumptions remained the 
same as in the basic network topology. In this case, we examined the allocation of resources 
at the different layers under the two objectives. 
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Figure 29: Resource allocation at the different network layers for the two objectives (𝒘 =

𝟏 for the left bar, and 𝒘 = 𝟎 for the right bar) and the heuristic algorithm 

 
As shown in the figure above, when the objective is the minimization of the 

processing cost (left bar), more tasks are executed in Layer 3. Moreover, the number of tasks 
executed in Layer 3 increases as the total number of DR request increase, taking advantage 
of the higher number and more powerful computational resources that are available in the 
cloud. In this case, the utilization of the Layer 2 resources is low. On the other hand, when 
the objective is the minimization of the service completion time (right bar), Layer 1 and Layer 
2 resources are preferred. Especially the latter ones are highly utilized because of their 
advantage in accommodating the tasks that cannot be served by the Layer 1 resources due 
to the high waiting time that would violate the latency constraint. Hence, when the main 
optimization criterion is the cost, the cloud resources are the most appropriate ones, but 
when the objective is the minimization of the service time, edge and fog resources are 
preferred as they offer shorter delays at the expense of a higher cost. 
 

In the second case examined, we assumed the use of special purpose hardware 
accelerators, such as GPUs, in the edge layer that provide a performance boost of 30% for 
the execution of DR facility tasks, compared to the general-purpose resources present in the 
fog and cloud layers. When the more powerful equipment is present at the edge, the edge 
resources are preferred under both objectives and tend to achieve significantly better 
performance compared to the case with our initial assumptions (see figure below). This is 
because the enhanced edge devices complete the tasks faster, as is depicted in both the 
processing cost and the total time required to complete an iteration. On the other hand, 
when no enhanced equipment is used at the edge, the completion time lags behind by 23% 
and 27% for the completion time and processing cost objectives, respectively. 
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Figure 30: Total time required to complete an iteration for the ILP and the heuristic for 

the extended network with enhanced edge resources 
 

Within FLEXGRID UCS 4.2 context, we develop advanced retail market mechanisms 
(ARMM) that can be used by an aggregator in order to operate a novel B2C flexibility market 
architecture. In this B2C flexibility market, various types of small-scale Distributed FlexAssets 
(DFAs) compete with each other, while the distribution network constraints are also taken 
into consideration (i.e. network-aware market clearing).  
 

Following up the research results from the previous FLEXGRID D3.2, in this deliverable 
(D3.3), we focused on the scalability and algorithmic complexity of the proposed B2C 
flexibility market. More specifically, we considered a large number of FlexRequests published 
by the FLEXGRID ATP, a large portfolio of end users (i.e. at a scale of several hundreds of end 
users or even millions), more complex (and thus realistic) FlexAsset models and more 
stringent real-time constraints imposed by the B2C flexibility market. 

  
Thus, we modeled, formulated and provided performance evaluation results for the 

problem of clearing a B2C flexibility market of a power distribution network using a diverse 
set of computational resources (edge, fog, cloud) over the cloud continuum. We presented a 
B2C flexibility market clearing algorithm based on Lagrangian relaxation, and we configured 
the algorithm’s execution with a computational resource allocation algorithm. For the cloud 
resource allocation, we presented an optimal algorithm and a heuristic that achieves near-
optimal performance while dramatically reducing the computational time. The resource 
allocation mechanism is able to service multiple B2C flexibility markets (i.e. for many 
distribution network areas at the same time), and leverage an economy-of-scale effect 
towards minimizing the cost of computational resources, while respecting the execution time 
constraints of each FlexRequest pubished by the DSOs. 
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Our experimental results demonstrate the effect of different FlexAsset models in the 
resulting computational burden (e.g. the sole introduction of ramp constraints had a 
dramatic effect), the trade-off between optimality and scalability (as approached by the 
optimal solution and a faster but sub-optimal heuristic), as well as the resulting allocation of 
computational tasks through the different layers (edge / fog / cloud) of the envisaged 
architecture. The heuristic algorithm manages to efficiently address B2C flexibility markets 
of different size and complexity, with its performance depending on the processing capacity 
and availability of edge/fog, and secondarily cloud, processing resources, since the 
communication requirements are minimal. 
 

Conclusively, our work enables a new business model, where an independent 
aggregator can offer the functionality of DR operation as a service (DROaaS) by optimally 
exploiting a cloud/fog/edge infrastructure. Thus, the aggregator will be able to manage a 
large number of concurrent FlexRequests being published by any possible “FlexBuyer” 
entity and execute respective network-aware market clearing processes in order to 
automatically aggregate the required flexibility from the end users/consumers with the 
least possible cost. 

 

After communicating FLEXGRID UCS 4.2 scientific results to both academic and 
industrial communities, we have come up with a short list of lessons learned that could be 
further investigated in future R&I initiatives. The table below summarizes research and 
business-related insights for each one of the lessons learned. The most interesting aspect is 
that the cloud-fog-edge computing continuum can be exploited in several Generic Business 
Processes (GBPs11) that pose respective generic business requirements (i.e. computational/ 
modeling complexity, need for parallelization of vast amount of computing tasks, real-time 
responsiveness, scalability and interoperability and security/privacy/trust requirements) to 
the smart grid business ecosystem. More details about the five main GBPs that could be 
facilitated via the use of the proposed cloud-fog-edge computing continuum can be seen in 
the table below. 

 

Lesson learned Research & Business insights 

Need for deep inter-disciplinary research 
between power engineers and ICT engineers in 
order to exploit the cloud/edge computing 
paradigm for many smart grid applications. Many 
complex mathematical models, which are 
decomposable could be split into many smaller 
problems and thus run in parallel in multiple H/W 
processing resources (i.e. computers). 

Development of an integrated and 
holistic energy system able to combine 
orthogonal technologies (e.g. DR 
concept from the energy sector and 
cloud/edge computing from the ICT 
sector) in order to offer an attractive 
trade-off between cost-efficiency and 
scalability, while also preserving the 
participants’ (i.e. end users’) privacy. 
Similarly to the proposed B2C flexibility 
market clearing solution, today’s EU 

                                                        
11 GBP is a term used by H2020 BRIDGE initiative in order to categorize some general business processes, which 
are related to flexibility use in smart grids - 
https://ec.europa.eu/energy/sites/default/files/documents/bridge_wg_data_management_interoperability_
of_flexibility_assets_report_2020-2021.pdf   

https://ec.europa.eu/energy/sites/default/files/documents/bridge_wg_data_management_interoperability_of_flexibility_assets_report_2020-2021.pdf
https://ec.europa.eu/energy/sites/default/files/documents/bridge_wg_data_management_interoperability_of_flexibility_assets_report_2020-2021.pdf
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Market Operators (like Nord Pool and 
NODES) could also exploit FLEXGRID 
research work to parallelize the existing 
market clearing processes and thus 
achieve much less execution times and 
facilitate much more complex 
modelling, which is a major business 
requirement towards achieving optimal 
market efficiency. 

GBP class #1: Too complex/intractable model 
(and algorithm) that cannot be solved or needs 
several days/months to run in a powerful central 
server of a given market actor (e.g. System 
Operator). By parallelizing this type of algorithm 
and running it distributedly in the edge-cloud 
computing continuum, it can actually be solved. 

Applicability in real business cases: i) Co-
optimization of FlexAsset investments 
between a System Operator and profit-
based Energy Service Providers (ESPs) to 
minimize network upgrade investments, 
ii) system flexibility planning, iii) RES and 
Flexibility Asset planning/investment 
problem, iv) other Equilibrium Problems 
with Equilibrium Constraints (EPEC) 
trying to model complex interactions 
among several energy market 
stakeholders (e.g. TSO, DSO, ESP, end 
users). 

GBP class #2: Too many processes and/or “what-
if” scenarios that should be run within one hour 
or less (e.g. many scenarios in a stochastic 
optimization or risk management model, too 
many network zones/nodes in a market clearing 
model). This class of problems usually refers to 
day-ahead problems that are very often for 
several key stakeholders in the energy sector. By 
running these GBPs distributedly in the edge-
cloud computing continuum, we can 
considerably decrease the execution time of 
these GBPs.  

Applicability in real business cases: i) 
day-ahead market clearing, ii) day-
ahead forecasting, iii) day-ahead 
scheduling, etc.  
 

GBP class #3: The model/algorithm is relatively 
not so complex, but there are stringent real-time 
constraints that should be satisfied. By running it 
distributedly in the edge-cloud computing 
continuum, we can guarantee a solution within 
the stringent time constraints and considerably 
improve end-to-end response times. 

Applicability in real business cases: i) 
balancing market clearing, ii) near-real-
time congestion management, iii) intra-
day operational challenges such as near-
real-time forecasting, near-real-time 
flexibility offers by aggregator/ESP, etc. 
 

GBP class #4: The model/algorithm needs to be 
scalable in order to run for many more physical 
assets/entities and/or with much more data, 
which are mainly produced at the edge. In this 
context, communication load requirements will 
be considerably increased, so joint management 

Applicability in real business cases: i) AI 
training and inference at the edge, ii) 
distributed machine learning models, iii) 
uncertainty management by using big 
data and AI models such as Deep Neural 
Networks (DNNs), etc. 
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of both computing and networking resources is 
required. By running it distributedly, we can 
exploit the virtually infinite capacity of the edge-
cloud computing continuum and thus achieve 
good trade-off solution between results’ 
accuracy and modeling complexity. 

 

GBP class #5: Data/knowledge sharing model and 
respective algorithmic solution for the efficient 
interaction between two or more energy market 
stakeholders. It refers to an iterative process in 
which each actor runs an instance of the 
algorithmic process in each own computing 
infrastructure (edge) and communicates only 
some market price signals (e.g. Lagrange 
mutlipliers, KKTs, etc.) to another actor that uses 
these signals as input to compute its own 
problem in its own computing infrastructure. 
Thus, there is no need to communicate 
private/sensitive information boosting thus 
business interactions within the smart grid 
ecosystem (cf. trust requirement) without 
compromising privacy and security-related 
requirements. 

Applicability in real business cases: Deal 
with the need for cyber-security, privacy 
and trust among involved stakeholders, 
who want to cooperate with each other 
in order to realize “win-win” business 
contexts, but they cannot/are not 
willing to share sensitive information 
about their network topology, 
operational data, business strategy, etc. 
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5 Conclusions 

 
The aggregator is an emerging role in the developing electricity market. Within WP3 of 

FLEXGRID, the focus of research was on the development of tools to enable and facilitate the 
operation and orchestration of an aggregated flexibility portfolio. Different approaches and 
use case scenarios were investigated reflecting different types of interactions with the 
market (flexibility buyers) and end-users (flexibility providers) and market designs. 
Concluding remarks, lessons learned and research and business insights for each approach 
are summarized in the final sections of chapters 2, 3 and 4.  
 

The research work of WP3 is now being integrated within the AFAT and FLEXGRID ATP 
(WP6). More specifically, stable versions of the algorithms of UCS 4.1 – “Manage a 
FlexRequest”, UCS 4.2 – “Manage a B2C flexibility market” and UCS 4.3 – “Create a FlexOffer” 
are being integrated within the ongoing work of WP6. These tools will facilitate the 
aggregator actor towards the operation and management of its portfolio and allow both 
online operation for real-time support and offline operation for “what-if” simulations and 
testing under different business scenarios. 
 

Aggregator (AFAT) services are also being validated in pilot sites within the ongoing work 
of WP7. Two methods of WP3, namely “Manage a FlexRequest” and “Create a FlexOffer” 
(UCS 4.1 and UCS 4.3 respectively), are being used for optimal aggregation of flexibility of 
pilot assets, with an extension of virtual assets for different business cases. 
 

The research results of all three use case scenarios of WP3 are Key Exploitable Results 
(KERs) of the FLEXGRID project and the research outcome will be used for the final 
development and enhancement of the business models and value proposition regarding the 
aggregator.  
 

In the figure below, the timeline schedule of WP3 is illustrated. Milestone #9 has been 
achieved with this deliverable, which concludes all milestones of WP3. 
 
 

 
Figure 31: FLEXGRID project’s and WP3 timeline schedule (All milestones have been 

accomplished) 
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