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5ƻŎǳƳŜƴǘ IƛǎǘƻǊȅ 
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9ȄŜŎǳǘƛǾŜ {ǳƳƳŀǊȅ 
This report is the second official deliverable of H2020-GA-863876 FLEXGRID project dealing 
ǿƛǘƘ ǘƘŜ ƛƴƛǘƛŀƭ ŘŜǎŎǊƛǇǘƛƻƴ ƻŦ ǘƘŜ C[9·DwL5Ωǎ ǎƻŦǘǿŀǊŜ architecture. It includes several novel 
smart grid architecture models that incorporate the operation of Distribution Level Flexibility 
Markets (DLFMs) as R&I motivation for FLEXGRID. It also addresses the SGAM reference 
architecture based on CEN-CENELEC-ETSI Smart Grid Coordination Group for contextualizing 
the S/W architecture. The technical specifications, design decisions and implementation 
directives for API development in FLEXGRID S/W platform for WP6 are stated as well. 
Moreover, a brief description of the internal architecture for the different modules 
conforming the platform (i.e. ATP, AFAT, FST, FMCT) are included. Finally, it presents the first 
three layers of SGAM diagrams for the relevant Use Case Scenarios to be considered on the 
FLEXGRID S/W platform and will be developed at TRL 5. In the Appendix, the expected input 
and output data that will be used by the different S/W modules, that serve as the first step 
for designing the Data Model that will be developed in WP6 can be found.  
 
With this D2.2 deliverable, WP2 is now finished and Milestone#3 has been achieved. 
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мΦ LƴǘǊƻŘǳŎǘƛƻƴ 

1.1 Purpose of the document 

This document presents the FLEXGRID Architecture specified using the Smart Grid Reference 
Architecture Model (SGAM) from CEN-CENELEC-ETSI that considers wider European 
initiatives in this domain in terms of communication protocol and data modelling standards.  
 
The purpose of this document is to provide the tools to model the architecture of an 
interoperable, secure and flexible architecture, which will consider smart grids addressing 
active distribution networks with high penetration of renewable energy sources (RES). 
FLEXGRID proposes several flexibility market architectures in order to allow DSOs (which we 
consider as the core of the future smart grid architecture) to host in a high degree of 
Distributed Energy Resources (DERs) and interact in an efficient way with energy sector 
stakeholders and existing energy markets in a beneficial way for all market participants. 
FLEXGRID also facilitates Energy Service Providers (ESPs) to optimally plan and operate their 
energy services. Finally, independent aggregators can efficiently aggregate flexibility units 
from numerous end users and retailers can automatically derive advanced flexibility 
contracts with their end clients. The final goal of this document is to give an overview of the 
major architectural concepts pursued in the FLEXGRID project and to show how they are 
aligned with the project objectives.  
 
The FLEXGRID S/W architecture is typically specified across the five SGAM interoperability 
layers: Business, Function, Information, Communication, and Component layers. The 
approach taken in FLEXGRID focuses on the technical description of the S/W architecture and 
the specification of the system designτin terms of underlying infrastructure, components, 
communication protocols and data model standardsτ while the functional information is 
provided in a textual form. This way, the design is modelled upon the first three technical 
layersΣ ƴŀƳŜƭȅ άŎƻƳǇƻƴŜƴǘέΣ άŎƻƳƳǳƴƛŎŀǘƛƻƴέ ŀƴŘ άƛƴŦƻǊƳŀǘƛƻƴέ ƭŀȅŜǊǎ. 
 
In addition to the S/W architecture model, new data models have been introduced to address 
specific requirements of FLEXGRID services. A detailed description of these data models is 
initialized and aligned with the information layer of the architecture model, based on the 
detailed Use Cases description from D2.1. 

1.2 Scope of the document 

The document covers the modelling of the projectΩǎ {κ² architecture using the European 
SGAM framework, in a systematic manner that is also closely related to the architectures 
already developed in other H2020 projects, such as INCREASE, STORY, WISEGRID and NOBEL 
GRID.  
 
Standards and interoperable data models to be used in the context of the FLEXGRID tools are 
analysed. Furthermore, new data models have been considered in order to allow new 
reasoning mechanisms in the process of automated decisions and collective awareness. 



 
 
 
 

11 

1.3 Structure of the document 

The document starts with the definition of a few main novel smart grid architecture models 
that incorporate the operation of Distribution Level Flexibility Markets (DLFMs), which is the 
core architectural proposal of FLEXGRID project (Section 2). Moreover, the document 
comprises an overview on the S/W architecture definition (Section 3), introducing the Smart 
Grid Architecture Model, which will be used as the framework for modelling in a systematic 
and unified way both the FLEXGRID tools and the Use Cases. It then continues with technical 
specifications about mechanisms for the data interoperability (Section 4). The subsequent 
section 5 describes in detail the architecture of the FLEXGRID tools following SGAM diagram 
modelling for the relevant Use Case Scenarios (UCS). As an appendix, the related Data Model 
that will be further elaborated in the context of WP6 work is initially described. 
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нΦ tǊƻǇƻǎŜŘ ŘƛǎǘǊƛōǳǘƛƻƴ ƴŜǘǿƻǊƪ ŦƭŜȄƛōƛƭƛǘȅ 
ƳŀǊƪŜǘ ŀǊŎƘƛǘŜŎǘǳǊŜǎ 

In this section, the definition of a few novel smart grid architecture models that incorporate 
the operation of Distribution Level Flexibility Markets (DLFMs) (i.e. the core architectural 
proposal of FLEXGRID project) takes place.  
 

2.1 FLEXGRID R&I motivation 

The goal of FLEXGRID is to enable energy sector stakeholders (DSOs, TSOs, RES producers, 
retailers, energy/flexibility service providers) to: i) easily and effectively create advanced 
Energy Services (ESs), ii) interact in a dynamic and efficient way with their environment 
(electricity grid) and the rest of the stakeholders, and iii) automate and optimize the planning 
and operation of their ESs. In this way, FLEXGRID envisages secure, sustainable, competitive, 
and affordable ESs. In order to facilitate bottom-up investments, modern smart grids have to 
cope with the challenging distribution network management. Thus, FLEXGRID develops 
flexibility market architectures, which allow DSOs to: a) integrate, through an open market, 
Distributed Energy Resources (DERs) in a scalable way and, b) efficiently interact with all 
energy sector stakeholders. In this way, several market stakeholders from both FlexDemand 
(i.e. DSOs/TSOs) and FlexSupply sides will benefit from FLEXGRID services. More specifically, 
in this section, we present the predominant distribution network flexibility market 
architectures that FLEXGRID will develop. In addition, we discuss their advantages and 
ŘƛǎŀŘǾŀƴǘŀƎŜǎ ƛƴ ǘŜǊƳǎ ƻŦ ŜŦŦƛŎƛŜƴŎȅ ŀƴŘ ŎƻƳǇŀǘƛōƛƭƛǘȅ ǿƛǘƘ ǘƻŘŀȅΩǎ ǎƳŀǊǘ ƎǊƛŘ ŀƴŘ ŜƴŜǊƎȅ 
markets operation. 
 
The integration of large amounts of DERs such as PV/Wind generation, Electric Vehicles (EVs), 
Energy Storage Systems (ESS) and Demand Side Management (DSM) tools in distribution 
networks, poses new challenges and opportunities for the power sector according to the 
recently released Clean Energy Package1. Relying only on grid investments to cope up with 
this new situation in Power Systems would be very expensive and consequently inefficient. 
Moreover, distribution networks become the core of smart grids and their physical 
constraints constitute the barrier in terms of ES cost and stability. In more detail, the volatile 
and unpredictable distributed energy generation that high RES penetration introduces, 
creates additional challenges that relate to congestion, reactive power instability and voltage 
issues in the distribution grid. In this new landscape, FLEXGRID focuses in four major research 
threads. 
 
The first research thread examines in depth the operation of the existing energy markets and 
the evolution of energy market architectures. It unfolds around the development of 
advanced market clearing algorithms able to adequately model the underlying grid and 
ensure market efficiency. 

 
1 Ψ/ƭŜŀƴ 9ƴŜǊƎȅ ǇŀŎƪŀƎŜΩΣ https://ec.europa.eu/info/news/clean-energy-all-europeans-package-completed-

good-consumers-good-growth-and-jobs-and-good-planet-2019-may-22_en, accessed 03 March 2020. 

https://ec.europa.eu/info/news/clean-energy-all-europeans-package-completed-good-consumers-good-growth-and-jobs-and-good-planet-2019-may-22_en
https://ec.europa.eu/info/news/clean-energy-all-europeans-package-completed-good-consumers-good-growth-and-jobs-and-good-planet-2019-may-22_en
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The second research thread of FLEXGRID spans around the efficient aggregation of end user 
flexibility assets (e.g. ESS, DSM, EVs, etc.) from Energy/Flexibility Service Providers and their 
optimal and parallel use in multiple energy markets. 
 
The third research thread focuses on the monitoring of the transmission and the distribution 
networks in smart grids and in resolving the problems that high RES penetration introduces 
such as congestion issues and voltage control. 
 
The fourth research thread relates to the optimal operation of assets that ESPs (i.e. FSPs, 
Producer and consumer aggregators) dispose and the advanced planning of their 
investments according to a careful examination of markets and competition. 
 
In the rest of this section and deliverable, we focus on the first research thread and we 
present three different flexibility market architectures. We emphasize in the trade-off 
among: i) the level of compatibility of the proposed architecture with the existing smart grid 
ŀƴŘ ŜƴŜǊƎȅ ƳŀǊƪŜǘǎΩ ŀǊŎƘƛǘŜŎǘǳǊŜΣ ƛƛύ ǘƘŜ ŜŦŦƛŎƛŜƴŎȅ ƻǊ ŜƭǎŜ ǇƻǘŜƴǘƛŀƭ Ǝŀƛƴǎ ŦƻǊ ǾŀǊƛous energy 
sector stakeholders (e.g. ESPs/FSPs, producers, retailers), and iii) social welfare maximization. 
 

Note: All proposed FLEXGRID architectural variants are based on the assumption of future 
high RES penetration scenarios. One architecture is close to the existing smart grid, 
ƳŀǊƪŜǘǎΩ ŀǊŎƘƛǘŜŎǘǳǊŜ ŀƴŘ ǊŜƎǳƭŀǘƻǊȅ ŦǊŀƳŜǿƻǊƪ όŎŦΦ ǎŜŎǘƛƻƴ нΦнΦмύΣ ǿƘƛƭŜ ǘƘŜ ƻǘƘŜǊ ǘǿo are 
mostly research proposals based on recently released Clean Energy Package guidelines (cf. 
sections 2.2.2 and 2.2.3).   

 

2.2 Proposed FLEXGRID market architectures 

FLEXGRID proposes three main market architecture variants. The first one acts reactively to 
the existing energy markets and in this way sacrifices efficiency, but on the other hand it is  
ŎƻƳǇŀǘƛōƭŜ ǿƛǘƘ ǘƻŘŀȅΩǎ ƎǊƛŘ ŀƴŘ ƳŀǊƪŜǘǎΩ ƻǇŜǊŀǘƛƻƴΦ ¢ƘŜ ǎŜŎƻƴŘ one ensures an a-priori 
feasible dispatch of FlexAssets that reside at the distribution network by proposing a 
proactive distribution network aware market. The third architecture assumes the evolvement 
of the existing markets (day ahead and balancing), but offers the maximum possible smart 
grid efficiency by ƳŀȄƛƳƛȊƛƴƎ ǘƘŜ ǎȅǎǘŜƳΩǎ ǎƻŎƛŀƭ ǿŜƭŦŀre and thus bringing benefits for all 
involved actors in the smart grid ecosystem.  
 

2.2.1 A wholesale market compatible and reactive distribution network aware flexibility 
market architecture 

The objective of this distribution network level flexibility market (DLFM) architecture is to be 
compatible with the existing regulatory framework. This is done by interacting with the 
existing Wholesale Market (WM) taking the Day-Ahead Dispatch (DAD) as given and then 
trying to deal with distribution level imbalances via the proposed DLFM. Moreover, it is 
capable of coping with forecast inaccuracies in energy production and consumption in assets 
connected to the distribution and transmission network. 
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The drawback of this approach is the possibility of infeasible distribution of DAD at the 
distribution network level due to the lack of (low cost) flexibility assets. This means that local 
RES assets cannot be fully utilized leading thus to undesired high RES spillage. This happens 
mainly due to the fact that distribution network constraints are not taken into consideration 
ƛƴ ǘƻŘŀȅΩǎ ƳŀǊƪŜǘ ŎƭŜŀǊƛƴƎ ƳƻŘŜƭǎ ŀƴŘ ŘƛǎǘǊƛōǳǘƛƻƴ ƴŜǘǿƻǊƪ ƛǎ Ƨǳǎǘ ǎŜŜƴ ŀǎ ŀ άŎƻǇǇŜǊ ǇƭŀǘŜέ2. 
All these lead to unsatisfied producers/consumers and sub-optimal social welfare. 
Furthermore, in cases in which DAD is modified, spot market price in the transmission level 
has to be paid leading thus to undesired high re-dispatch costs. Finally, the absence of joint 
optimization between transmission and distribution leads to lower levels of social welfare, 
which deteriorates the financial sustainability of all stakeholders. 

 
Figure 1: Reactive Distribution Level Flexibility Market (R-DLFM) 

 
In this architecture, the steps of the process that the reactive flexibility market follows are: 
Step 1: Flexibility Market Operator (FMO) takes as input the WM DAD that is composed from 
the power flows in the coupling point with TSO and the dispatch that concerns prosumers in 
its distribution network. 
Step 2: DSO sends information that suffice to model its distribution network to FMO 
Step 3: Flexibility providers (e.g. aggregators/ESPs) connected to the DSO send their flexibility 
asset bids to FMO. 
Step 4: FMO generates Distribution Network Dispatch (DND) through the execution of an 
optimization algorithm noted as Distribution Network Dispatch Algorithm (DNDA), which: 

¶ respects distribution network constraints (i.e. a) active/reactive power balance, b) 
mitigates network congestion, c) accommodates voltage control) 

 
2 C[9·DwL5Ωǎ ǇǊƻǇƻǎŀƭ ƛǎ ǘƻ ƳƻŘŜƭ ŀ 5ƛǎǘǊƛōǳǘƛƻƴ [ŜǾŜƭ CƭŜȄƛōƛƭƛǘȅ aŀǊƪŜǘ ό5[Caύ, in which distribution network 
constraints are taken into consideration.  
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¶ implements fundamental economic rules, which means that: distribution network 
constraints will be satisfied by activating flexibility bids in the least costly manner. 

Step 5: Flexibility assets are compensated for their operation according to a Distribution 
Network Payment Algorithm (DNPA) that FMO executes, which can be: i) payςas-bid , ii) a 
pricing according to the dual variables of DNDA, or iii) an auction that facilitates additional 
market requirements (e.g. truthful bidding, market power mitigation, etc.) 
An identical process is used in (near) real time for the realization of a distribution level 
flexibility market that reacts to the existing balancing market. It will take as inputs: the 
imbalances from the WM (as derived from the traditional balancing market), the DNDA and 
the real time availability of flexibility assets. 
 

2.2.2 Feasibility check of the distribution network and optimization of wholesale market 
biddings through a proactive distribution network aware flexibility market architecture 

In order to mitigate the drawback of the aforementioned architecture (which is the difficulty 
to manage an infeasible or expensive DAD of the existing WM), FLEXGRID proposes an 
optimization of biddings within a distribution network in advance (i.e. proactively) by the 
FMO. In this way, an a-priori feasible dispatch of the assets that reside in the distribution 
network is ensured. 

 
Figure 2: Proactive Distribution Level Flexibility Market (P-DLFM) 

 
On the other hand, in order to allow the FMO to operate proactively, an accurate estimation 
of the Transmission Network Locational Marginal Prices (TLMPs) in the coupling point 
between the DSO and TSO is required. An underestimation in TLMPs will possibly result a 
demand that is lower than the one calculated by the Distribution Network Dispatch - DND 
(unless the FMO or the DSO pay an additional cost in order to keep the system budget 
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balanced). An overestimation in TLMPs will possibly lead to a respective over-calculation of 
generation dispatch (unless the FMO or the DSO pay an additional cost in order to keep the 
system budget balanced). 
 
Therefore, the steps of the Proactive Distribution Level Flexibility Market (P-DLFM) illustrated 
in the figure above with respect to the constraints and costs that distribution network 
introduces are: 
Step 1: DSO sends information that suffice to model its distribution network to FMO 
Step 2: Flexibility providers (e.g. ESPs/aggregators) connected to the DSO send their flexibility 
asset bids (quantity, price) to FMO 
Step 3: Producers connected to the DSO send their production bids to FMO 
Step 4: Retailers connected to the DSO send their consumption bids to FMO 
Step 5: FMO (or any other party) generates a forecast for the Transmission Location Marginal 
Prices - TLMPs for the coupling point, in which DSO is connected.  
Step 6: FMO generates the Distribution Network Dispatch (DND) through the execution of an 
algorithm noted as Distribution Network Dispatch Algorithm (DNDA), which: 

¶ respects distribution network constraints (i.e. a) active/reactive power balance, b) 
network congestion, c) voltage control issues) 

¶ ensures fundamental economic rules, which means that: i) producers and consumers 
are paid if and only if a price higher or equal with their bids is feasible and financially 
sustainable for the grid, and ii) each flexibility asset will be used and get paid if its use 
is mandatory in the set of assets with the minimum flexibility cost that is needed in 
order to respect the distribution network constraints. 

Step 7: Transmission Level Dispatch (TLD) uses as input bids according to DNDA. DNDA may 
reduce the quantity in the initial bids, but it does not have the rights to reduce the bidding 
prices. 
Step 8: !ŦǘŜǊ ¢[5Ωǎ ŜȄŜŎǳǘƛƻƴΣ ǘƘŜ 5ƛǎǘǊƛōǳǘƛƻƴ bŜǘǿƻǊƪ tŀȅƳŜƴǘ !ƭƎƻǊƛǘƘƳ ό5bt!ύ ǳǎŜǎ ŀǎ 
inputs: i) bidding prices of flexibility providers, producers and consumers, ii) Transmission 
Level Dispatch (TLD) and iii) Distribution Level Dispatch (DLD) in order to derive the 
compensations for all the stakeholders that bid in Steps 2-4. 
 

2.2.3 A clean-slate approach towards a market based smart grid architecture with optimal 
social welfare 

Novel smart grid architectures, which are able to maximize social welfare lead to: i) energy 
services with lower cost for consumers, ii) more revenue streams for energy producers and 
Energy/Flexibility Service Providers (ESPs/FSPs), and iii) lower operation costs for 
network/system operators (i.e. TSO and DSOs). In order to achieve this in a smart grid with 
very high, distributed RES and flexibility penetration, in which distribution network faces 
congestion and voltage issues, an evolved market architecture though an advanced 
interaction between TSO and DSO is needed. In this perspective, a new market architecture 
is needed, that evolves the existing architecture of the wholesale market (day ahead and 
balancing market) and is not compatible with their existing versions. 
 
The figure below presents the market clearing process of a unified energy market, in which 
stakeholders in both the distribution and the transmission networks are able to trade energy 
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without causing market imbalances in subsequent markets and network instability problems 
in other parts of the network3. In a nutshell, the core of the proposed market architecture is 
a unified market clearing based on an iterative process (cf. yellow arrows in the figure below) 
between the Market Operator ς MO (manages the Transmission Network through the 
operation of the Wholesale Market ςWM) and the Flexibility Market Operator ς FMO 
(manages the Distribution Network according to an innovative flexibility market proposed by 
FLEXGRID). 

 
Figure 3: Market based smart grid architecture with optimal social welfare 

 
At each iteration of this process and according to the bids of the transmission network market 
stakeholders, MO derives a time series (according to the scheduling horizon) of prices (noted 
as Transmission Network Locational Marginal Prices ς TLMPs) for each node in the 
transmission network. These nodes include the coupling points through which each 
distribution network exchanges power with the transmission network. FMO of each DSO area 
takes as input: i) TLMPs that MO derived, and ii) the bids of the distribution level market 
stakeholders. In a second step, it derives a time series of power flows (Distribution Network 
Dispatch ςDND) in each node of the distribution network and updates the coupling point 
power flow time series. The termination condition of this iterative process is an identical 
dispatch in the transmission and in the distribution networks in two consecutive iterations. 
According to the final dispatch, the pricing in the transmission network is done with the 

 
3 Please note that the activation of a local FlexAsset in the distribution network may cause market efficiencies 
and imbalancies in the balancing market operated by the TSO. 
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ŜȄƛǎǘƛƴƎ ǇǊƛŎƛƴƎ ǇƻƭƛŎȅ ƛƴ ǘƻŘŀȅΩǎ ǎƳŀǊǘ ƎǊƛŘǎ ό¢[atǎύ ŀƴŘ ǘƘŜ ǇǊƛŎƛƴƎ ƛƴ ǘƘŜ ŘƛǎǘǊƛōǳǘƛƻƴ 
network is done through a payment algorithm that the FMO executes4. 
 
The necessary steps for the operation of the proposed Market Clearing Algorithm (MCA) 
process are: 
Step 1: DSO sends information that suffice to model its distribution network to FMO 
Step 2: Flexibility Service Providers (e.g. ESPs/flexibility aggregators), which are connected to 
the DSO, send their flexibility asset (e.g. ESS, DSM) bids (FlexOffers) to FMO. Each FlexOffer 
ƛƴŎƭǳŘŜǎ ǘƘŜ Ŏƻǎǘκǳǘƛƭƛǘȅ ŦǳƴŎǘƛƻƴ ƻŦ ǘƘŜ C{t ŀƴŘ ƛǘǎ ŘŜǾƛŎŜΩǎ ƻǇŜǊŀǘƛng constraints. 
Step 3: Producers connected to distribution network (e.g. RES, prosumers) send their bids 
(production quantity forecast and price) to the FMO.  
Step 4: Consumers connected to the distribution network (i.e. demand aggregators) send 
their bids (demand for different prices) to the FMO.  
Step 5: MO generates a forecast of the TLMPs for the first iteration of MCA noted as TLMP. 
Step 6: In each iteration k of MCA, the sub-steps below are followed: 
Step 6a: Taking the nodal TLMP[k] in the coupling point between with the TSO as input, the 
FMO of each DSO generates a dispatch (noted as Distribution Network Dispatch ς DND[k]) 
through the execution of Distribution Network Dispatch Algorithm (DNDA). DNDA should 
factorize the distribution network constraints. Thus, DNDA: i) respects distribution network 
constraints (i.e. a) active/reactive power balance, b) power lines capacities, c) voltage limits, 
ii) maximizes DND efficiency, which means that: 

¶ each generation asset in the distribution network will sell its production if the sum of 
its bid and the possible unitary flexibility cost that is needed to accommodate the 
distribution network flows that it introduces, is less or equal than the TLMP[k] of the 
coupling point. 

¶ each consumption asset in the distribution network will buy energy if its price bid is 
higher than the sum of the TLMP in the coupling point and the possible unitary 
flexibility cost that is needed for the distribution network flows that it introduces. 

¶ each flexibility asset will be used and get paid if its use is mandatory in order to reach 
a dispatch able to respect the distribution network constraints with the minimum 
possible flexibility cost. 

¶ The Power Traded (noted as PT[k]) with the transmission network through the 
coupling point is calculated. 

Step 6b: DLFM stakeholders are compensated for their operation according to Distribution 
Network Payment Algorithm (DNPA). Various DNPAs with several requirements may take 
place (e.g. budget balanced, proof to market power abuse, privacy aware, etc.). Major DNPA 
categories that FLEXGRID will develop are: i) pay as bid, ii) pricing based on the dual variables 
of the DNDA, which are derived from the execution of an AC ςOPF model and algorithm, and 
iii) pricing algorithms that exploit auction theory. 
Step 6c: The transmission network stakeholders (i.e. generators, demand aggregators, etc.) 
decide their dispatch based on the corresponding nodal TLMPs[k]. The TSO calculates its 
power flows based on the nodal TLMPs[k], which along with the transmission network 
ǎǘŀƪŜƘƻƭŘŜǊǎ ŀƴŘ ǘƘŜ CahǎΩ ŘŜŎƛǎƛƻƴǎ ŦƻǊƳǳƭŀǘŜ ǘƘŜ ¢ǊŀƴǎƳƛǎǎƛƻƴ bŜǘǿƻǊƪ 5ƛǎǇŀǘŎƘ ό¢b5ύΦ  

 
4 This means that there may be different prices depending on what grid level a FlexAsset is connected and on 
which timeslot the FlexService is provided.  
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Step 6d: If the DND and the TND remain the same between two consecutive iterations of 
MCA, then it terminates. Otherwise, TLMP[k+1] are calculated by a TLMP Update Algorithm 
(TLMP-UA) (which uses as input all the aforementioned dispatches and TLMP[k]). FLEXGRID 
develops various TLMP-UAs mainly based on the Duality Theory5  and Decomposition 
Techniques6.  
Step 7: The last calculation of TLMPs and the last calculation of DNPA determine the 
payments of participants in the transmission and in the distribution network respectively. 
The last TND and DND determine the dispatch in the two aforementioned networks. 
 
Conclusively, the proposed MCA facilitates a day-ahead and energy balancing smart grid 
management. In the latter case, MCA will operate in a differential fashion in which (instead 
of production, consumption and flexibility that constitutes transport and distribution 
ƴŜǘǿƻǊƪǎΩ ƻǇŜǊŀǘƛƻƴ ŦŜŀǎƛōƭŜύΣ ǘƘŜǊŜ ǿƛƭƭ ōŜ ƛƳōŀlances (Flex Requests) and Flex Offers that 
have to match the near-real-time imbalances. 
 

Note: This section has set the research scope based on which the S/W architecture design 
ǿƻǊƪ ǿƛƭƭ ōŜ ǇǊŜǎŜƴǘŜŘ ƛƴ ǘƘŜ ŦƻƭƭƻǿƛƴƎ ǎŜŎǘƛƻƴǎΦ C[9·DwL5Ωǎ Ǉƭŀƴ ƛǎ ǘƻ ŜǾƻƭǾe and evaluate 
with real data all the aforementioned architectures and algorithms, such as: TLMP Update 
Algorithm, Distribution Network Dispatch Algorithm and Distribution Network Payment 
Algorithm. In this way, FLEXGRID will not only offer to future smart grids the best version 
of each of the aforementioned architectures, but it will also quantify the strengths and the 
weaknesses of each one of them. Moreover, FLEXGRID plans to compare these 
architectures in terms of their potential with respect to the features and the services that 
they are able offer to the ESPs/FSPs in order for the latter to optimize and constitute their 
investments financially sustainable. 

 
 
 

 
5 S. Boyd and L. Vandenberghe, Convex Optimization, Cambridge University Press, New York, USA, 2004. 
6 A. J. Conejo, E. Castillo, R. Minguez, and R. Garcia-.ŜǊǘǊŀƴŘΣ ά5ŜŎƻƳǇƻǎƛǘƛƻƴ ¢ŜŎƘniques in Mathematical 
tǊƻƎǊŀƳƳƛƴƎΦ 9ƴƎƛƴŜŜǊƛƴƎ ŀƴŘ {ŎƛŜƴŎŜ !ǇǇƭƛŎŀǘƛƻƴǎέΦ Heidelberg, Germany: Springer-Verlag, 2006. 
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оΦ C[9·DwL5 {κ² ŀǊŎƘƛǘŜŎǘǳǊŜ ŘŜŦƛƴƛǘƛƻƴ 
A Reference Architecture (RA) can be defined as a work product used to describe a concrete 
(standard) architecture in a more abstract concept. As far as Smart Grids (SG) are concerned, 
the design of an RA needs to follow some particular standards (requirements) in order to be 
able to produce flexible, globally accepted models. While capable of describing the current 
state of a SG, a RA needs to take into account its upgrading prospects, in order to be 
functional in the years to come. Due to the different nature of the involved stakeholders, a 
coherent and flexible framework must be provided, where a proper categorization of all 
interested parts is feasible. 
 
Continuous technological advancement in the micro-grid (MG) and distribution networks 
structure demands a more sophisticated architectural approach. Following the universal 
dominance of smart-grids (SG), the integration of ICT and market domains requires a multi-
dimensional architectural structure so as to allow the participation of all stakeholders 
involved. 
 

3.1 SGAM concept and objectives 

 
Figure 4  - Interoperability Categories and Cross Cutting Issues 7 

 

Based on CEN-CENELEC-ETSI Smart Grid Coordination Group report8 , the Smart Grids 
Architecture Model (SGAM) framework can be described as the architectural structure of a 
practical methodology, where each particular Use Case Scenario (UCS) can be modelled and 
analysed from different aspects. While modelling a UCS, the most important factor is the 
coherency of the whole process, as well as the production of an analytic and detailed object, 
where the role of each stakeholder is clearly defined. As far as the general presentation of a 

 
7  https://ec.europa.eu/energy/sites/ener/files/documents/xpert_group1_reference_architecture.pdf 
8 ftp://ftp.cencenelec.eu/EN/EuropeanStandardization/Fields/EnergySustainability/SmartGrid/CGSEG_Sec_00
42.pdf 
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UCS is concerned, three main categories interoperate between each other, while various 
Cross-cutting issues (referring to relationships between the categories) need to be taken into 
account. 
 
In the SGAM framework, these interoperability categories are aggregated into five different 
levels, the so called SGAM layers, as shown in the next figure (Interoperability Categories 
and layers). As can be seen, each layer refers to a different aspect of every UC, starting from 
the Business layer (referring to the business usage of the smart grid information exchanged, 
the involved market actors, business objectives, constraints, etc.), moving step by step to the 
Component layer (i.e. physical layer, including all entities of smart grid, such as the system 
equipment, the network infrastructure and the protection devices). Between these two, lie 
the Function, the Information and the Communication layer. These layers refer to the: i) 
functions implemented (functionality of UC), ii) the information object and data models 
exchanged between functions or actors (devices, applications, persons, organizations) and 
iii) the protocols/mechanisms used for the exchange of information, respectively. 
 

 
Figure 5 - Interoperability Categories and layers 9 

 
Subsequently, the interoperability layers need to be merged with another concept, the smart 
grid plane, to compose the 3D SGAM framework. In the smart grid plane, an important 
discrimination is made between the electrical processes (domains) and the information 
management viewpoints (zones) involved in every UCS. The five SGAM domains contain the 
Bulk Generation domain (massive generation of electricity), the Transmission domain 
(infrastructure and organization for the transportation of energy), the Distribution domain, 
the Distributed Electrical Resources domain (DER connected to the public distribution grid 

 
9 ftp://ftp.cencenelec.eu/EN/EuropeanStandardization/Fields/EnergySustainability/SmartGrid/CGSEG_Sec_00
42.pdf 
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ranging from 3 kW-10.000 kW) and the Customer Premises domain (prosumers of 
electricity). 
 
Moving on to the six SGAM zones, these are distinguished as follows. The Process zone (refers 
to the transformation of energy and the equipment involved) is followed by the Field zone 
(protection, control and monitor equipment) which, in turn, is succeeded by the Station zone 
(areal aggregation of previous level). Next comes the Operation zone (control operation 
systems such as DMS/EMS), followed by the Enterprise zone (commercial aspect/e.g. 
logistics, staff training, etc.) and finally the Market zone (commercialization of the produced 
energy). 
 

3.2 {D!a ƭŀȅŜǊǎΩ ŀǊŎƘƛǘŜŎǘǳǊŜ 

The basis for SGAM is a three-dimensional framework consisting of domains, zones and layers 
at its three axes. 
The domains represent the traditional layout of the electrical energy infrastructure: 

 Generation (generation of electrical energy in bulk quantities). 
 Transmission (infrastructure and organization that transports electricity over long 

distances). 
 Distribution (infrastructure and organization that distributes electricity to customers). 
 DER (small-scale distributed energy resources directly connected to the public 

distribution grid). 
 Customer Premises (end-users and producers of electricity). 

On the other hand, the zones depict a typical hierarchical power system management: 
 Process (physical energy conversion and primary equipment of the power system). 
 Field (protection, control and monitor equipment). 
 Station (aggregation level for fields, e.g. for substation automation). 
 Operation (power system control operation in the respective domain, e.g. 

DMS/EMS). 
 Enterprise (commercial and organizational processes, services and infrastructures 

for  enterprises). 
 Market (market operations possible along the energy conversion chain). 

 
These two axes combine to form the Component layer, which represents the physical layer, 
including all system equipment, network infrastructure and protection devices. On top of the 
Component layer, four interoperability layers are placed. 
With a completed UC analysis and the developed component layer, mapping UCs in SGAM 
and development of SGAM layers generally goes in the following order: 

 Business layer (business view on the information exchange related to smart grids). 
 Function layer (functions and services, including their relationships from an 

architectural viewpoint). 
 Information layer (information that is being used and exchanged between functions, 

services and components). 
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 Communication layer (protocols and mechanisms for the interoperable exchange of 
information between components in the context of the underlying use case, 
function or service). 

 
In this deliverable, FLEXGRID will define its S/W architecture according to SGAM model in the 
context of WP2, choosing a relevant subset of the UCS provided on D2.1. Additionally, 
FLEXGRID will follow SGAM model in its software integration process (WP6) and in the 
execution of its pilots and lab experimentations (WP7). 
 
A graphical representation of the SGAM framework can be seen in the figure below: 
 

 
Figure 6 - The SGAM Framework 10 

 

3.3 SGAM Toolbox for Model-Driven Architecture Specification 

In order to proceed with the modelling process of use cases, their incorporation into the 
SGAM Framework is necessary. This can be actualized by the use of the SGAM Toolbox 11, a 
caption of its basic architecture (V 0.2.0) being presented below (Figure 7 - The SGAM 
Toolbox Architecture). 
 

 
10 ftp://ftp.cencenelec.eu/EN/EuropeanStandardization/Fields/EnergySustainability/SmartGrid/CGSEG_Sec_00
42.pdf 
11 https://sgam-toolbox.org/downloads/Introduction-to-SGAM-Toolbox.pdf 
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As can be seen above, the most important element of the architecture constitutes the SGAM 
Metamodel, since it provides the necessary outputs such as the layer metamodels, Diagram 
types, Toolboxes and Design Patterns. The SGAM model templates (used to simplify the use 
of SGAM Toolbox) are also based on the SGAM Metamodel. 
 

 
Figure 7 - The SGAM Toolbox Architecture 12  

 
Regarding the description of the SGAM Metamodel, this is extracted from the SGAM MDG 
(Model Driven Generation) Technologies (i.e. files that allow users to extend Enterprise 
!ǊŎƘƛǘŜŎǘΩǎ modelling capabilities to specific domains and notations). MDG Technologies 
seamlessly plug into Enterprise Architect (software used to define SGAM architectures) to 
provide additional toolboxes, UML profiles, patterns, templates and other modelling 
resources. The last important component of the Toolbox architecture is the Reference Data, 

 
12 https://sgam-toolbox.org/downloads/Introduction-to-SGAM-Toolbox.pdf 



 
 
 
 

25 

which provides information regarding the Model Import/Export, as well as other important 
elements. In the figure below, the structure of the SGAM metamodel can be observed. 
 

 
Figure 8 - The SGAM Metamodel 13 

 

Starting from top, a business actor needs to achieve a goal, while this is only possible through 
a business case (BC). Moving to the function layer, the High-Level Use Case (HLUC), which 
provides a general description of an idea/requirement, uses the SGAM actors (devices, 
applications, persons or organizations), while invoking a Primary Use Case (PUC). PUCs are 
described by specific scenarios and address the functionality aspect of a business process. 
While not depicted in the diagram above, a PUC is composed by one or more Secondary Use 
Cases (SUC). In the information layer, the objects, demanded to compose the scenarios 
invoked for the description of PUCs (information objects) are defined through the Data 
Model Standards. These objects contain some type of information exchanged (e.g. a fault 
report) between actors. Finally, in the SGAM Component layer, the components (electric 

 
13 https://sgam-toolbox.org/downloads/Introduction-to-SGAM-Toolbox.pdf 
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device, software, cables, etc.) related to the ICT and electric domains are included. The 
communication between two or more components is based on various protocols, defined in 
the Communication Relation. 
 
One last obstacle that needs to be overcome in order to be able to produce UC models, 
through the SGAM Toolbox, in accordance with the SGAM Framework is the accurate and 
detailed transformation of UCs into objects that possess distinct SGAM-based characteristics. 
In other words, the development/UC mapping process needs to be clearly defined. 
 

 
Figure 9 - SGAM Development Process 14 

 
As shown in the figure above, the process begins with the System Analysis Phase (SAP). 
During SAP, it needs to be confirmed that the UC description provides the necessary 
information (objective, UC diagram, actor name and type, precondition and assumptions, 
steps, information exchanged and requirements), so one can proceed with the development 
of each SGAM layer. In this phase, the development of the SGAM Function and Business layer 
should be implemented so as the business actors/goals/cases can be defined. Next comes 
the System Architecture Phase where the development of the Component, Information and 
Communication layer is done. Finally, the Design and Development Phase referring to the 
realization of individual systems can be actualized by any classic system engineering method, 

 
14 https://sgam-toolbox.org/downloads/Introduction-to-SGAM-Toolbox.pdf 
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as it does not need to be in compliance with the SGAM Framework. Nonetheless, this 
methodology is only a recommendation and slight deviations might be observed. 
 

3.4 SGAM concepts in FLEXGRID 

Architecture can be described as the fundamental concepts or properties of a system in its 
environment embodied in its elements, relationships, and in the principles of its design and 
evolution [ISO/IEC4201015].  
 
For simplicity sake, we are going to treat only HLUCs and one layer of their derived UCs, 
calling them Use Case Scenarios (UCSs). 
 
A more thorough analysis of the description of the related connectivity issues 
(communication layer), an architecture field associated with the information exchanged 
between parties/actors (information layer) and the mapping of physical components to 
logical actors (component layer) are deemed necessary. 
 
As in most modelling tools/frameworks, a compromise must be reached between the 
detailed description of an entity (each SG sector) and the reduction of complexity of the 
overall modelling process. In this case, a simple way to achieve this enterprise is the merging 
of some of the aforementioned architecture concepts into a more general context. Regarding 
to FLEXGRID, we estimate that its S/W architecture can be modelled just using the three first 
layers of the SGAM Framework: 

¶ Component Layer: Refers to logical actors mapped into physical components. 

¶ Communication Layer: This architecture concept is responsible for the elimination of 
any communication standard gaps. 

¶ Information Layer: Refers to the data modelling and interfaces applicable in SGAM 
model.  

In the SGAM Component Layer, the model transformation from the Computational 
Independent Model (reflecting system and software knowledge from a business perspective) 
to the Platform Independent Model (model of a system independent of the specific 
technological platform used to implement it) is represented. Firstly, logical actors have to be 
mapped into physical components (applications, power system equipment, protection 
devices, network infrastructures, computers) which must, in turn, be distributed properly 
among the different SGAM domains and zones. This way, the functional information of the 
system is turned into an architectural model. 
 
Explaining further the actor mapping process, while inside the SGAM Component Layer, a 
physical component must be created for each actor involved in the UC. Of course, additional 
components need to be included, such as ICT networks or individual devices (e.g. a 
transformer). Subsequently, the relations between the components selected above have to 
be described and represented into the SGAM component layer. 
 

 
15 https://www.iso.org/standard/50508.html 

https://www.iso.org/standard/50508.html
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Regarding the Communication Layer, the communication field is closely associated with the 
operational procedures of a SG. While each actor/component has to implement its own 
separate functions, the communication between them is essential, so that the individual 
processes can be coordinated. The information collected must also be sent to a central server 
so that the optimal operation of the SG may be achieved. The networks included in the overall 
communication architecture should be identified. 
 
The communication layer aims at the description of the protocols and technology involved, 
so that the information exchange between different UC actors or components can be 
achieved. The protocols and mechanisms included in the overall process must be mapped to 
the appropriate zones and domains. As far as the development of the SGAM Communication 
Layer is concerned, this is organized in three simple steps. Firstly, the components are 
mapped in the Communication Layer diagram. Subsequently, communication paths relations 
are used to connect the different components. Last but not least, the appropriate protocols, 
as well as the involved technology, are defined, in respect to every communication path. 
 
The representation of important information related to the SG elements is the main reason 
of existence of the SGAM Information Layer. The functionality of a SG is based upon the 
exchange of data between the actors/components involved. As seems logical, its 
architectural structure must support the inclusion of all interrelated entities, as well as the 
relationships between them and the different ways of interaction. This can be achieved by 
addressing three basic concepts: 

¶ Integration technology: The smooth operation of a SG demands the individual 
contribution of many different systems and applications. These systems can be 
described as sources of information production and must be connected, for the 
optimization of the SG functionality. Consequently, a coupling of these separate 
systems has to be performed, while the preservation of their individuality (in terms 
of functionality and performance) is desired. In order for these requirements to be 
met, the development of new interfaces, which can guarantee the semantic and 
syntactic interoperability between the different systems and applications involved, is 
considered. In addition to this, the presence of an integration platform is essential, so 
that the new interfaces can be implemented upon and are able to communicate 
between each other. The final scope of the information layer is the provision of a link 
between different SGAM layers, or fields. This integration shall be performed via APIs. 

¶ Data Models: Data models can be characterized as the core of the information layer 
architecture. In data models, business data are contained and organized in respect to 
the information included, through which the communication between different SG 
entities can be performed. As far as the data description language is concerned, a top-
down approach is recommended, since it provides a plurality of advantages (such as 
the avoidance of useless translations or misunderstandings between different 
stakeholders and the increase of system flexibility). The most prominent standardized 
data models are the CIM (IEC 61968, 61970 62325) and IEC 61850 (an international 
standard defining communication protocols for intelligent electronic devices at 
electrical substations) data model. 

¶ Interfaces: Technology independent interfaces (e.g. CIM profiles) are necessary, so 
that the communication and data model exchange between different SGAM layers, 
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domains and zones can be possible. While many different standards have been 
developed, only some of them are recommended, taking into consideration that the 
semantics and syntax should be stable as long as the system is considered functional. 
Since the definition of new interfaces between different SGAM layers can prove quite 
a challenge, the concept of logical interfaces was developed, aiming to the 
simplification of the whole process by providing a systematic way of developing the 
ƛƴǘŜǊŦŀŎŜǎΩ ǎǇŜŎƛŦƛŎŀǘƛƻƴǎ ƛƴ ǊŜƎŀǊŘ ǘƻ ǘƘŜ ƭƻƎƛŎŀƭ ǊŜƭŀǘƛƻƴǎ όŜȄŎƭǳŘƛƴƎ ŀƴȅ ǇƘȅǎƛŎŀƭ ƻǊ 
technical characteristics). The development of logical interfaces can be summarized 
into three basic steps. At first, every UCS must be properly analyzed. The mapping of 
UCS actors to the appropriate domains and zones is performed in this step. 
Subsequently, the identification of exchangeable information is performed, a process 
involving the assignment of each piece of information to the associated logical 
interface (indicated by the dots in the logical interface circle, Figure 10). Finally, all 
different specifications are merged. 

 
Figure 10 - Concept of logical interfaces in the context of domains and zones 

 

3.5 FLEXGRID approach to SGAM 

3.5.1 List of FLEXGRID HLUCs and UCSs 

In this section, we address the relevant UCS for the software implementation, that will be 
described on section 5. The ones selected from D2.1 to be included in the SGAM architecture 
are listed below: 

- HLUC_01: FLEXGRID ATP offers advanced market clearing services to the Flexibility 
Market Operator όƛƴǘŜǊŀŎǘƛƻƴ ōŜǘǿŜŜƴ ƳŀǊƪŜǘǎΩ ŀƴŘ ƴŜǘǿƻǊƪǎΩ ƻǇŜǊŀǘƛƻƴύ 
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- HLUC_01_UCS_02: Market-based local congestion management using FLEXGRID ATP 
in distribution networks using output from AC-OPF model calculation as dynamic 
input for ATP. 

- HLUC_01_UCS_03: Market-based local voltage control using FLEXGRID ATP in 
distribution network operation. 

- HLUC_01_UCS_04: FLEXGRID ATP operates as a gateway to redirect local active power 
flexibility to TSO platforms (interaction with existing TSO balancing markets). 

- HLUC_02: FLEXGRID ATP offers advanced flexibility supply management services to 
Energy Service Providers (ESPs) 

- HLUC_02_UCS_01: ESP minimizes its OPEX by optimally scheduling the consumption 
of end users, production of RES and storage assets. 

- HLUC_02_UCS_02: ESP minimizes CAPEX by making optimal investments (i.e. optimal 
siting and sizing) on RES and FlexAssets. 

- HLUC_02_UCS_03: ESP maximizes its profits by co-optimizing its participation in 
several existing energy markets and distribution level flexibility markets. 

- HLUC_03: FLEXGRID ATP offers advanced flexibility demand management services 
to system operators 

- HLUC_03_UCS_01: Coordinated voltage/reactive power control either by aggregating 
flexibility from multiple FlexAssets or through a market-based mechanism. 

- HLUC_03_UCS_02: TSO-DSO collaboration for coordinated management of 
ŀƎƎǊŜƎŀǘŜŘ CƭŜȄ!ǎǎŜǘǎ ŀƴŘ ƛƴǘŜǊŀŎǘƛƻƴ ōŜǘǿŜŜƴ ƴŜǘǿƻǊƪǎΩ ŀƴŘ ŦƭŜȄƛōƛƭƛǘȅ ƳŀǊƪŜǘǎΩ 
operation. 

- HLUC_04: FLEXGRID ATP offers automated flexibility aggregation management 
services to ESPs/Aggregators (interaction with end users) 

- HLUC_04_UCS_01: ESP/aggregator efficiently responds to FlexRequests made by 
TSO/DSO/BRPs by optimally orchestrating its aggregated flexibility portfolio of end 
energy prosumers. 

- HLUC_04_UCS_02: An aggregator operates an ad-hoc B2C flexibility market with its 
end energy prosumers by employing advanced pricing models and auction-based 
mechanisms 

- HLUC_04_UCS_04: 9{t ŜȄǇƭƻƛǘǎ C[9·DwL5Ωǎ ŀŘǾŀƴŎŜŘ ŦƻǊŜŎŀǎǘƛƴƎ ǎŜǊǾƛŎŜǎ ǘƻ ǇǊŜŘƛŎǘ 
ƳŀǊƪŜǘ ǇǊƛŎŜǎ ŀƴŘ CƭŜȄ!ǎǎŜǘǎΩ ǎǘŀǘŜ ŀƴŘ curves in the future. 

  

Note: The selected UCS will be included in the S/W implementation and integration (WP6) 
as well as lab experimentations and pilot testing (WP7) reaching thus TRL 5-6 at the end of 
ǘƘŜ ǇǊƻƧŜŎǘΩǎ ƭƛŦŜǘƛƳŜΦ CƻǊ ǘƘŜ ǊŜǎƛŘǳŀƭ ¦/{ ǘƘŀǘ ǿŜǊŜ ƴƻǘ ǎŜƭŜŎǘŜŘ ŀǘ ǘƘƛǎ ǎǘŀƎŜ, advanced 
research work will be conducted reaching thus TRL 3-4 at the end of the project. 

 

3.5.2 List of FLEXGRID actors 

Based on the wholesale markets and the currently planned infrastructure of flexibility 
markets, three main user profiles for the FLEXGRID S/W platform are identified: Platform 
operator, flexibility suppliers (or supply side) and flexibility buyers (or buy side). Every user 
will log into the platform portal and will be redirected to the GUI specifically 
configured according to the user profileΩǎ main requirements.  
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¶ Flexibility Market Operator (FMO) user: This user shall be able to see all market 
activity across the various DSO regions. This user has a profile with administrative 
(admin) role for the FMO itself (able to use all operations). Additionally, a regular role 
will be assigned for the other users (System Operators, Aggregators) for them to be 
able to consult the data on their interactions with the Market (selected Read 
permissions and particular operations), following up and extending existing 
implementations from NODES Market user description. Moreover, FMO is 
responsible for registering and accepting new customers and assigning roles for them 
in the market. The FMO as operator of the platform is in charge of the 
correct functioning and maintenance of the ATP. In the FLEXGRID 
API, this includes the correct functioning of the market platform itself, identification 
andnotification of malfunctioning of the connected toolkits tothe responsible develo
ping unit based on monitoring of automated processes. Furthermore, this user 
incorporates administrative rights to be to manage the validation and settlement 
process and to perform any action required in the context of client support/customer 
service. 

 

¶ FlexSupply users: From D2.1, we identify 3 different profiles for aggregator users 

(retailer, ESP and independent aggregator) from FlexSupply side, which will be 

granted to access different pages or functionalities in the ATP GUI. All of them will 

have access for consulting the Market with a regular profile as well. 

o Retailer: It should be able to run AFAT retail pricing algorithms, and visualize 

the RES production and load consumption of all the FlexOwners that belong 

to its portfolio. 

o ESP: These users should be able to register the FlexAssets in the respective 

DSO zone and to run the algorithm-based FST to evaluate the minimization 

potential of the company´s CAPEX and OPEX considering the market activity. 

For monitoring and validation and settlement purposes they are also required 

to upload the asset or portfolio specific production/consumption forecasts or 

baselines, respectively. 

o Aggregator:  Aggregators´ rights should be similar to the ESP. An independent 

aggregator is not responsible for the balance management of the zone, where 

its assets are located.The user requirements are thus similar to those of an 

Aggregator, however limited to the placement of offers from assets/ end 

customers that have the same BRP.  This user should be able to login the 

Automated Flexibility Aggregation Toolkit (AFAT) and run an efficient 

automated flexibility aggregation algorithm. 

 

¶ FlexDemand users (DSO, TSO): From the FlexDemand side, two users are identified. 

o DSO: Upon registration, this user has to be able to determine the spatial 

extension of his grid zone by submission of geographical coordinates. 

Furthermore, this user should be able to register congested regions (grid 

locations, nodes) in the market platform, to accept/confirm FlexAssets as 

belonging to its grid and under a particular grid location, to view baselines 
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submitted/updated by the respective FlexSuppliers/ESPs, and to access 

several functions16 in the market (Buy orders). Ultimately, the DSO should be 

able to run the FMCT to identify/determine potential congestion. 

o TSO: The TSO should be able to view/manage FlexRequests aggregated from 

the connected DSOs and get access to related prognoses/baselines entered in 

ǘƘŜ 5{h ƭƻŎŀǘƛƻƴǎΦ CƛƴŀƭƭȅΣ ¢{hΩǎ ōŀƭŀƴŎƛƴƎ ƳŀǊƪŜǘ ǿƛƭƭ interact with the 

Distribution Level Flexibility Market (DLFM) (i.e. FlexOffers will be redirected 

ŦǊƻƳ !¢t ǘƻ ¢{h ōŀƭŀƴŎƛƴƎ ƳŀǊƪŜǘΣ ǿƘƛƭŜ ¢{hΩǎ ōŀƭŀƴŎƛƴƎ ƳŀǊƪŜǘ ǊŜǎǳƭǘǎ ǿƛƭƭ 

be communicated to ATP). 

3.6 List of FLEXGRID modules 

 
Figure 11 - Draft FLEXGRID S/W architecture design (Month 4) 

 
As stated in section 6.2 of D2.117, the FLEXGRID platform will be composed by several S/W 
modules (Figure 11): 

¶ Automated Trading Platform (ATP): It is actually the άŦǊƻƴǘŜƴŘέ ǎȅǎǘŜƳΣ ƛƴ ǿƘƛŎƘ ǘƘŜ 
various types of users mentioned above (section 3.5.2) may login and navigate 
through various Graphical User Interfaces (GUIs). There are several web APIs for the 
interaction between the core ATP and the various subsystems (i.e. AFAT, FST and 
FMCT). This module will be developed by ETRA. 

¶ Automated Flexibility Aggregation Toolkit (AFAT): It is the S/W tool that integrates 
the various WP3 research algorithms and will be implemented by ICCS and UCY. AFAT 
will receive a FlexRequest from ATP, will then run a retail flexibility pricing or flexibility 
aggregation algorithm and will then respond with a FlexOffer to the ATP. The retailer 
and aggregator user will use this toolkit. The retailer user will also be able to run 

 
16 i.e. to match FlexOffer and to place an initiator order. 
17  5нΦмΥ άC[9·DwL5 ǳǎŜ ŎŀǎŜ ǎŎŜƴŀǊƛƻǎΣ ǊŜǉǳƛǊŜƳŜƴǘǎΩ ŀƴŀƭȅǎƛǎ ŀƴŘ ŎƻǊǊŜƭŀǘƛƻƴ ǿƛǘƘ ƛƴƴƻǾŀǘƛǾŜ ƳƻŘŜƭǎέΣ 
available online at https://flexgrid-project.eu/deliverables.html 

https://flexgrid-project.eu/deliverables.html











































































































